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Abstract

In order to predict the properties of atomic nuclei, a quantitative understanding of the in-

medium inter-nucleon forces is required. The Skyrme energy density functional provides

a popular phenomenological description of these interactions, with parameters fitted to

experimental data. Unfortunately, these parameters are under-constrained by data. This

prevents reliable predictions for exotic systems, such as weakly-bound nuclei, super-heavy

elements, and reactions.

Through the use of effective field theory, we will examine the origin of nuclear interac-

tions from higher energy physics. By systematically considering the non-relativistic limit,

we are able to efficiently relate meson models to non-relativistic energy density function-

als. We show that constraints can be placed on Skyrme parametrisations provided generic

properties of this high energy physics. On the other hand, details of high energy physics

are shown to be largely irrelevant for a description of low energy nuclear phenomenol-

ogy. We finish with a comparison of our results to a series of commonly used Skyrme

parametrisations.
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Chapter 1

Introduction

Understanding the structure and composition of the atomic nucleus has challenged physi-

cists for almost a century. Nuclei are complex objects: they are bound states of strongly

interacting protons and neutrons, and in turn these protons and neutrons are bound states

of strongly interacting quarks and gluons. The fundamental theory underlying these in-

teractions, quantum chromodynamics (QCD), was discovered in the 1970s. Yet QCD is

highly non-perturbative at low energies, and so it is currently impossible to systematically

calculate nuclear properties using QCD.

There are two primary difficulties in the study of nuclear forces. The first is that

the nuclear interactions currently cannot be derived from QCD, nor can they be measured

experimentally inside the nucleus. As a result, our descriptions of nuclear forces are poorly

constrained by both theory and experiment.

The second difficulty is that even once given a microscopic nuclear interaction, utilising

this to predict the macroscopic properties of nuclei is highly non-trivial. Nuclei are many-

body systems and may contain over 300 nucleons. This is far too many to solve directly,

even on a supercomputer, yet too few for statistical techniques to be useful. Numerous

approximation techniques have been developed — or just as commonly, adapted from other

fields — to make the problem tractable [1]. These approximations are usually grounded

in self-consistent mean-field theory, which simplifies the problem by ignoring correlations

between nucleons. The errors inherent in this approach further obscure the relationship

between microscopic nuclear forces and the observable properties of nuclei.

There are various approaches used in nuclear many-body calculations which can be

applied to study nuclei across the periodic table [2]. Relativistic mean-field theory begins

with an interacting theory of mesons and nucleons, and then self-consistently solves the

equations of motion for the meson field [3]. Non-relativistic methods on the other hand

contain only nucleons, interacting with each other by some phenomenological force [4].

Though countless possibilities exist, the two most commonly used in calculations are the

Skyrme [5, 6] and Gogny interactions [7]. The form of both interactions were chosen

for computational convenience: the Skyrme force is zero-range and the Gogny force is

Gaussian.

These models share a common defect: they are phenomenological, requiring many

parameters that must be fitted to experimental data. Furthermore, these parameters

are under-constrained: various choices of parameters are able to fit experimental data

with comparable quality. For instance, there are over 240 parametrisations of the Skyrme

interaction found in the literature [8]. Extrapolating these interactions to new regimes is

fraught with difficulty, and the predictions of different parametrisations may give divergent

results.

This is unfortunate, as exotic systems are of immense interest in contemporary nu-

3



4 Introduction

Figure 1.1: Landscape of even-Z even-N nuclei as of 2012. Mean drip lines and their uncertainties

were calculated by averaging the results of different Skyrme functionals. Adapted from [14].

clear physics. The study of super-heavy elements, and in particular the possibility of an

‘island of stability’ around N = 184 has resulted in much work both theoretically [10] and

experimentally [9]. Astrophysical applications have motivated the study of neutron-rich

nuclei, which play a critical role in the formation of elements via the r-process [11, 12].

Predicting the properties of neutron stars require a detailed understanding of the proper-

ties of pure neutron matter [13], which again is lacking as we cannot access such matter

experimentally.

The location of the two-neutron drip line is a concrete example of a problem origi-

nating in our inability to extrapolate Skyrme interactions to new regimes. In Figure 1.1,

calculations of the two-neutron drip line are shown [14]. The uncertainty in its location

was calculated by comparing the results of different Skyrme interactions. Understanding

the two-neutron drip line is critical for mapping the limits of the nuclear landscape, and

in particular plays a crucial role in the r-process [15].

Phenomenological forces are also limited in their ability to describe reaction dynam-

ics [16]. They are usually fitted to the ground-state properties of even-even nuclei —

these nuclei posses a time-reversal symmetry. Reactions, however, do not possess this

symmetry, allowing contributions from time-odd densities that cannot be constrained by

standard phenomenological fits [17].

In light of these difficulties, it is logical to ask “Can we constrain nuclear forces using

our knowledge of higher-energy physics?” After all, protons and neutrons are just two

particles in a veritable “particle zoo” of strongly interacting baryons and mesons. Since

the proposal of meson-exchange by Yukawa in 1935 [18] and the discovery of the pion

in 1947, a plethora of models have been developed seeking to relate meson exchange to

the nuclear forces [19, 20]. By relating phenomenological forces to this higher-energy

physics, we may hope to gain a deeper understanding of the nuclear forces. Ideally, this

would provide qualitative and quantitative restrictions on the force. We may also hope

for insight into the validity of extrapolating our phenomenological fitted forces to new

regimes.

In this thesis, we will develop a systematic derivation of nuclear forces using field the-

oretic techniques and effective field theory. Although this thesis is focused on nuclear
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theory, the tools we discuss are general and are related to modern techniques in both par-

ticle and condensed matter physics. This allows us to concisely relate Skyrme interactions

to models of the higher energy physics.

Chapter 2 describes a toy model for nuclear forces. This model illustrates the three

steps required to derive non-relativistic forces from higher-energy processes:

1. Choose a relativistic field theory, of nucleons interacting with various mesons and

baryons.

2. Use the methods of effective field theory to ‘integrate out’ the mesons, yielding a

relativistic theory of interacting nucleons.

3. Take the non-relativistic limit of the interacting nucleon theory, resulting in a non-

relativistic theory of nucleons interacting via zero-ranged potentials.

The next two chapters are devoted to developing the theoretical tools necessary to perform

the three steps. Chapter 3 describes effective field theory, which is necessary to perform

the first two steps. The third step — taking the non-relativistic limit of a theory — is

discussed in Chapter 4.

Chapter 5 describes the applications of our tools to the problem of nuclear forces.

Beginning with a theory of nucleons linearly interacting with a number of mesons — the

sigma, omega, rho and pion — we show that an interaction of Skyrme-like form will result

in the low energy limit. Our techniques are able to efficiently reproduce the results of

meson-exchange models.

Mesons interact with each other, sometimes quite strongly, and these interactions must

be included in any realistic model. A quantitative understanding of strongly interacting

field theories does not currently exist, so the predictive power of these theories is question-

able. We show however that by judicious rescaling of parameters, the low energy limit will

only slightly generalise the linear case. This justifies the success of simple meson models

in describing nuclear forces — but this success does not necessarily validate the physics

postulated by these models.

To the contrary, we demonstrate that minimal physics is needed in order to reproduce

the known properties of the nuclear forces. If the necessary symmetries and interaction

channels are included, a Skyrme-like interaction will generically result, with sufficient

freedom to describe nuclei across the entire nuclear chart.

In spite of these results, we are still able to provide some constraints on the form

of low energy nuclear forces. For instance, the ratio of the vector-to-tensor couplings of

the vector mesons to the nucleon may be preserved in the low energy limit, even if both

couplings are rescaled by non-perturbative and in-medium effects. Utilising this, we are

able to describe low energy nucleon-interactions in terms of only six parameters. This is

an improvement on the 18 or so needed in a standard Skyrme functional parametrisation.

Chapter 6 applies the results of Chapter 5 to the case of time-even systems. Time-

reversal symmetry greatly simplifies calculations. We are able to relate twelve coefficients

in the Skyrme energy density functional to six underlying parameters, allowing us to

provide constraints on the parameters of the Skyrme functional. We derive a series of six

inequalities relating Skyrme coefficients to each other, and explore the isospin dependence

of both the spin-orbit and the effective mass terms. Our predictions are tested against a

series of nine commonly used Skyrme parametrisations.
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We conclude with a discussion of future directions to take, and in particular of how fu-

ture theoretical and experimental work could be used to further develop our understanding

of nuclear forces.

Contributions of this Thesis

By systematically applying modern techniques, this thesis aimed to clearly demonstrate

the difficulties of relating low energy nuclear phenomenology to higher energy physics.

Chapters 2 and part of Chapter 3 present standard techniques and concepts which

can be found in the literature. We present a novel derivation of the effective Lagrangian

for a simplified version of the Quark-Meson Coupling (QMC) model (Section 3.5). This

is the first time that standard effective field theory techniques have been utilised for this

problem.

We have proved that for any scalar field theory, the two-point function in Fourier space

can be expanded as

G(p) = a+O(p2) (1.1)

where a is positive (Section 3.6).

A systematic derivation of the non-relativistic limit of all 16 Dirac bilinears is presented

in Section 4.3. Though the techniques used are well known, we believe this is the first

time that a systematic calculation has been presented.

Chapters 5 and 6 comprise the major contributions of this thesis. In Section 5.3, the

low energy limits of various linear meson theories are computed, and these calculations are

extended to include meson-meson interactions in Section 5.4. The results are in agreement

with previous work, but we believe that our methods are clearer and more concise. In par-

ticular, we emphasise that many different models of high energy physics will give the same

low energy physics, so that at low energies these models are functionally indistinguishable.

Although various models include tensor couplings of the omega and rho mesons, our

discussion in 5.6 is the first we are aware of to suggest a plausible reason that the ratio of

the vector to tensor couplings may be relevant in nuclear physics. We also suggest that

the experimental values should be used, rather than assuming they are the same as the

nucleon magnetic moments.

Chapter 6 relates the Skyrme energy density functional to higher energy physics in a

novel way. Using this, we derive a series of new equalities and inequalities relating Skyrme

coefficients to each other.

Notations and Conventions

Unless otherwise stated, in this thesis we shall follow the conventions found in the book

of Peskin and Schroeder [21]. In particular, we shall work in natural units with ~ = c = 1,

and we adopt the mostly-minus convention for the metric tensor:

gµν =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1

 .



7

Symbol Meanings

π Mathematical Constant
π, πa Pion

σ Sigma Meson
~σ Pauli Matrix
σµν Dirac Bilinears

ρ Nucleon Density
ρ Rho Meson

τ Kinetic Energy Density
τa Isospin Pauli Matrix

J Source in Lagrangian

Jij , ~Jv Tensor Kinetic Density

Table 1.1: Double-dutied notation.

We use Greek letters for space-time indices, Latin letters in the middle of the alphabet for

space indices, and Latin letters at the beginning of the alphabet for isospin indices. Hence

pµ is a 4-vector, ~σ and σi are 3-vectors, and ρa is an isovector scalar. We use Einstein

summation notation, so that

aµbµ = gµνa
µbν = a0b0 − a1b1 − a2b2 − a3b3. (1.2)

After taking the non-relativistic limit, space and time are treated asymmetrically, and so

we do not need to use covariant notation. We will instead adopt ai = aµ=i to denote

the components of the vector ~a. We will keep all indices lowered, and denote the scalar

product as:

aibi = δijaibj = a1b1 + a2b2 + a3b3. (1.3)

In path integrals, we always assume fields to go to 0 at infinity, allowing integration by

parts without worrying about boundary terms. We occasionally abuse the mathematical

“=” sign by considering actions to be physically equal if they produce the same action —

for example, if two actions are equal up to a boundary term. For Feynman diagrams, we

use the convention that time flows upwards, so that the bottom of the page represents the

past and the top of the page the future.

There are only so many letters in the Greek and Latin alphabet, and unfortunately

what may be standard notation in one field is often at odds with standard notation in

another. In Table 1.1 the most egregious are listed.
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Chapter 2

A Toy Model

In this chapter we shall discuss a toy model which illustrates the techniques which we shall

develop in the next few chapters. Imagine there is a single species of spin-1/2 nucleon,

described by a Dirac fieldN , which interacts with a scalar meson field σ, via the Lagrangian

L = N(i/∂ −M)N +
1

2
(∂σ)2 − m2

2
σ2 − gσNN. (2.1)

The term

N(i/∂ −M)N = N †γ0(iγµ∂µ −M)N (2.2)

is the Dirac Lagrangian for a free nucleon of mass M , where γµ are the gamma matrices.

Likewise the Klein-Gordon Lagrangian for a free scalar meson of mass m is 1
2(∂σ)2−m2

2 σ
2.

Finally the gσNN term is an interaction term, with the coupling constant g governing

the strength of the nucleon-sigma interaction.

We will quantise the theory using the Feynman path-integral formulation of quantum

mechanics:

Z =

∫
DσDNDN ei

∫
dx4L[σ,N,N ]. (2.3)

Our theory is non-linear, and cannot be solved exactly for g 6= 0. Traditionally, calculations

would be performed perturbatively, expanding in powers of g. In this approach the nucleon-

nucleon interaction is described diagrammatically as

+ + ...

Here the solid lines represent nucleons, and the dashed lines the mesons. The above dia-

grams represent nucleons interacting via the exchange of mesons. Using standard Feynman

diagram techniques, the first diagram can be evaluated. At low energies it gives a Yukawa

potential (see for instance page 122 of [21])

V (r) = −g
2e−mr

4πr
, (2.4)

where r is the distance between the nucleons. The second diagram gives an O(g4) contri-

bution, and if g is small compared to unity this could be neglected. However, in nuclear

physics, we typically have g ∼ 10, and so perturbation theory is not applicable.

9



10 A Toy Model

We need another small parameter to expand in. In nuclei, the binding energy per

nucleon is typically ∼ 8 MeV and the nucleon momentum ∼ 30 MeV. On the other hand,

meson masses (with the exception of the pion) are around 700 MeV or more. In the

limit where the meson mass m → ∞, we would expect the mesons to decouple from the

nucleons. So we could try expanding in powers of m−1.

Our theory is Gaussian with respect to σ. Because of this, we can perform the path-

integral (2.2) for the σ field. We now define the effective action Γ[N,N ] via the equation

eiΓ[N,N ] =

∫
Dσ ei

∫
dx4L[σ,N,N ]. (2.5)

Using standard path-integral techniques (see for example Section 1.4 of [22]), we can derive

the equation

Γ[N,N ] =

∫
dx4N(i/∂ −M)N − g2

2

∫
dx4dy4 N(x)N(x)D(x− y)N(y)N(y) (2.6)

where D(x− y) is the free Feynman propagator for the scalar theory:

D(x− y) =

∫
dk4

(2π)4

e−ik(x−y)

k2 −m2 + iε
. (2.7)

(Here ε is a positive infinitesimal quantity, needed to define the integral as a contour

integral.) Now we expand the propagator

D(x− y) =

∫
dk4

(2π)4

eik(x−y)

k2 −m2 + iε
= − 1

m2

∫
dk4

(2π)4

eik(x−y)

1− k2

m2 + iε

= − 1

m2

∫
dk4

(2π)4
eik(x−y)

∞∑
n=0

(k2)n

m2n
. (2.8)

This expansion of the propagator in powers of k2/m2 is not rigorous; in particular, we only

have convergence if k2/m2 < 1. If, however, the nucleon density N(x)N(x) varies with a

characteristic length much larger than m, then the region where k2 � m2 will dominate

(this can be made rigorous by introducing a cutoff in the integral). With this caveat in

mind, we now write

D(x− y) = − 1

m2

∞∑
n=0

(−1)n∂2nδ(x− y)

m2n
= −δ(x− y)

m2
+
∂2δ(x− y)

m4
+ ... (2.9)

and so

Γ[N,N ] =

∫
dx4N(i/∂−M)N+

g2

2m2

∫
dx4 dy4 N(x)N(x)

∞∑
n=0

(−1)n∂2nδ(x− y)

m2n
N(y)N(y)

=

∫
dx4

(
N(i/∂ −M)N +

g2

2m2

∞∑
n=0

(−1)n
NN∂2nNN

m2n

)

≈
∫
dx4

(
N(i/∂ −M)N +

g2

2m2
(NN)2 − g2

2m4
NN∂2NN

)
. (2.10)
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We will now define the effective Lagrangian,

Leff[N,N ] = N(i/∂ −M)N +
g2

2m2
(NN)2 − g2

2m4
NN∂2NN (2.11)

to describe the low-energy behaviour of our theory without any reference to the meson

fields. The meson field has been “integrated out.”

In traditional approaches to describing atomic nuclei, non-relativistic theories are often

used. This can be justified since M is around 940 MeV, which is much greater than the

kinetic energy of nucleons in nuclei. In Chapter 4 we will discuss in detail the procedure

to take non-relativistic limits. In this chapter we will simply note the correspondences

between relativistic (left) and non-relativistic (right) quantities:

N(i/∂ −M)N → Ψ†
(
i
∂

∂t
+

∆

2M

)
Ψ,

NN → Ψ†Ψ = ρ,

∂2 → −∆,

(2.12)

and defer a proper derivation to Chapter 4. We introduce Ψ to describe the non-relativistic

nucleon field, which has two rather than four components (the other two degrees of freedom

in the Dirac spinor correspond to antiparticles, which decouple in the non-relativistic

limit). We now take the non-relativistic limit of Lagrangian (2.11):

LN = Ψ†
(
i
∂

∂t
+

∆

2M

)
Ψ +

g2

2m2
ρ2 +

g2

2m4
ρ∆ρ, (2.13)

yielding a non-relativistic theory of nucleon interaction. From this, it is easy to derive the

energy for the system:

E =

∫
dx3

(
− 1

2M
Ψ†∆Ψ− g2

2m2
ρ2 − g2

2m4
ρ∆ρ

)
. (2.14)

We now see that the σ-meson gives an attractive force. Our toy model is able to explain

nuclear binding!

However problems arise when we attempt to calculate the energy of nuclear matter

— that is, for the case of constant nucleon density ρ. For a system of non-interacting

fermions, the energy is given by

E0 =

∫
dx3 C

2M
ρ5/3 (2.15)

where C is a constant (see Section 7.3 of [23]). So the energy of nuclear matter in our

model is

E = E0 + Eint =

∫
dx3

(
C

2M
ρ5/3 − g2

2m2
ρ2

)
. (2.16)

This is not bound, as the energy density becomes infinitely negative as ρ→∞. If our toy

model were correct then all nuclei would collapse. We are clearly missing some important

physics.

Through our toy model, we have seen how non-relativistic nuclear forces can arise from

a quantum field theory. In doing so we have raised some interesting questions, which will

be answered in the following three chapters:
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1. How can we study the low-energy behaviour of theories?

2. How can we produce non-relativistic theories from relativistic ones?

3. Can we use these tools to provide realistic descriptions of nuclear forces?



Chapter 3

Effective Field Theory

3.1 Overview

The purpose of effective field theory is to describe physics at low energies in a simple

way. If we have two vastly different energy scales, El � Eh, then we can use effective

field theory to analyse the system in powers of El/Eh. Choosing the correct degrees of

freedom, we may be able to produce a simple and universal description of the low-energy

physics.

We used effective field theory techniques last chapter to remove the σ meson. Our

model possessed two energy scales: the nucleon kinetic energy which is around ∼ 30 MeV

and the meson mass m around ∼ 700 MeV. This led us to ‘integrate out’ the σ meson from

the path integral. The result was a theory of interacting nucleons, and we discovered that

the most important dynamic quantities were the ρ2 and ρ∆ρ terms. All other couplings

were suppressed by higher powers of m.

We also used effective field theory in a second, more subtle way. Nucleons and mesons

are composite particles made of quarks and mesons. Yet when we decided to write a toy

model for nuclear forces, we only considered nucleon and meson fields. This is because in

QCD quarks and gluons only become relevant at energy scales around a few GeV. Since

we are only interested in energies considerably below this, we can use our low energy

effective field theory of nucleons and mesons — blissfully unaware of the complexity of

QCD. Conversely it is difficult to study QCD by studying nuclei: the details of QCD are

largely irrelevant in the context of nuclear physics. Whilst in principle we should be able

to derive our nucleon and meson model from QCD, QCD has so far proved impossible to

solve for large systems such as nuclei.

These two examples illustrate the two primary motivations for effective field theory. We

use it when it simplifies calculations, and we use it out of necessity. This might seem quite

straightforward, but nevertheless the philosophy of effective field theory revolutionised

modern physics.

When quantum field theory was first developed, it was believed to be a fundamental

theory. As a consequence, the infinities which plagued early calculations were disturbing

to physicists (see Chapter 1 of [24]). The development of renormalisation allowed calcu-

lations to be made in a small class of theories, known as ‘renormalisable’ theories. The

mathematics behind proving these theories to be renormalisable is quite formidable [25].

Yet in practice the condition required for renormalisability is quite simple: the units of

the coupling constant must be non-negative. Explaining what exactly this means requires

a quick overview of dimensional analysis.

13
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We work with natural units where ~ = c = 1. In this system we find that

[M ] = [energy] = [mass] = [length]−1 = [time]−1,

and in nuclear and particle physics the convention is to measure everything in terms of

the electron-Volt. Since the action (which has the same unit as ~) is unitless:

S =

∫
dx4L =⇒ [L] = [M ]4, (3.1)

so that the Lagrangian has mass dimension 4. We can then determine that a scalar field

φ has units [M ] — as does the derivative operator ∂ — and a spinor field, such as the

nucleon field, has units [M ]3/2. More generally, the coefficient ck in the Lagrangian ckφ
k

will have dimension [M ]4−k. Because of this, the most general renormalisable Lagrangian

we can have for a scalar field is

L =
1

2
(∂φ)2 − 1

2
m2φ2 +

µ

3!
φ3 +

λ

4!
φ4. (3.2)

A term such as φ5 or (∂φ)4 would have a negative dimension coupling constant, and the

resulting theory would therefore not be renormalisable.

The Standard Model is renormalisable, as are both quantum electrodynamics and

quantum chromodynamics. However, many historically important theories were not renor-

malisable and this stalled progress for decades. Most famously, the Fermi theory for weak

interactions involves 4-fermion interaction terms like cψψψψ, but the dimensions of c are

[M ]−2 and so the theory is not renormalisable.

A proper understanding of renormalisation would originate not in particle physics but

in condensed matter physics. In this field, we are interested in describing systems such

as metals. Microscopically we know these are comprised of ions and electrons interacting

according to well-understood laws — the difficulty is in describing macroscopic behaviour

such as superconductivity. This was achieved by developing quantum field theories for the

macroscopically interesting variables, whilst ignoring the irrelevant microscopic interac-

tions. Like their particle physics brethren, these theories had infinities. But for condensed

matter physicists, this was not a problem. They knew that their field theories would break

down at high energies: at these energies the detailed physics of ions and electrons becomes

important. The divergences were caused by extrapolating field theories to inappropriately

high energies.

Furthermore, condensed matter physics shed light on the importance of renormalisable

theories in particle physics. In condensed matter, we typically have a characteristic length

scale l = 10−9 m due to the separation of atoms in the ionic lattice. Say we have a certain

term in our Lagrangian, aT1, and we know by dimensional analysis that a has units

m. We would then expect that a should be of order l, since the relevant physics is the

atomic physics. So if we are interested in macroscopic properties, say around L = 1 m,

then in most situations we can set a to zero since its effect should be negligible. The

renormalisation group provides a more rigorous foundation for this idea [26].

These ideas would eventually propagate to particle physics. It was realised that all

quantum field theories should come with a high energy cut-off, Λ. Every term allowed by

symmetries must be included in the Lagrangian. Terms which have negative energy units

are however suppressed by powers of Λ−1, as we would naively expect by unit analysis.

If Λ is much greater than the energy of the physics we are probing, our theory will ap-
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pear renormalisable. This is the reason why many of our theories in particle physics are

renormalisable — the energy scales for which a given theory is valid is often separated

from higher energy physics by many orders of magnitude. The Standard Model of particle

physics [27] is now seen as merely an effective field theory which will eventually break

down, and the same is thought of general relativity [28] (a theory which is infamously

non-renormalisable). The discovery of neutrino masses has provided confirmation of this

viewpoint, requiring a non-renormalisable extension to the Standard Model at energies

around 1014 GeV [29].

The philosophy of effective field theory had a significant impact on nuclear models.

Meson models were originally required to be renormalisable. These models were often

simplified further by ignoring even renormalisable physics such as meson-meson interac-

tions.

The introduction of effective field theory techniques by Weinberg [30] revolutionised

the approach physicists used to understand the nuclear forces. It was realised that to

properly understand these forces, the Lagrangians used should be as general as possible

to capture all physics. In particular, non-renormalisable physics will be needed. The rest

of this chapter will develop further the tools of effective field theory.

3.2 Formalism

Say we have two fields, a light field φ and a heavy field Φ, with their interactions governed

by an action S[φ,Φ]. We will quantise this theory using path integrals:

Z =

∫
DφDΦ eiS[φ,Φ]. (3.3)

We now define the effective action for the light field by

eiΓ[φ] =

∫
DΦ eiS[φ,Φ]. (3.4)

Our path integral becomes

Z =

∫
Dφ eiΓ[φ], (3.5)

and from this we can see the rationale behind the effective action. It is the action for φ

after we have removed Φ. All of this so far has been a matter of book-keeping: in general

Γ will be non-local and will contain the full information of the original theory.

The utility of the EFT method is in the approximations we can make to Γ. Given a Φ

with mass Λ, we may expand Γ as a power series

Γ[φ] =

∫
dx4Leff[φ] =

∫
dx4

(
L0[φ] +

1

Λ
L1[φ] +

1

Λ2
L2[φ]...

)
. (3.6)

If we can evaluate the various terms in the expression, then for practical calculations

at energies far below Λ, we can truncate Leff to the desired accuracy in O(Λ−n). This

procedure generalises the one followed in the previous chapter.

We have yet to justify that an expansion like that in (3.6) exists. In quantum field

theory, the rigorous formulation of this is known as the Appelquist-Carazzone theorem

[31]. Essentially it proves that as Λ → ∞, the Φ field should decouple completely from

the φ field. The only influence of the Φ field will be through renormalisations which are
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not observable at low energies. For completeness, we note that in certain situations the

theorem fails (in particular for spontaneous symmetry breaking and for chiral fermions),

but these will not be relevant for this thesis (a detailed discussion of these cases can be

found in [27]).

Now we turn to the difficulties of calculating the effective action using (3.4). In field

theories, we usually demand that the action comes from a local Lagrangian, so we write

S[φ,Φ] =

∫
dx4L[φ,Φ] =

∫
dx4 (Ll[φ] + Lh[Φ] + LI [φ,Φ]) . (3.7)

Here we have separated out the interactions between the light and heavy fields from the

rest of the Lagrangian. Plugging the above formula into (3.4), we can now write

eiΓ[φ] =

∫
DΦ eiS[φ,Φ] = ei

∫
dx4Ll[φ]

∫
DΦ ei

∫
dx4(Lh[Φ]+LI [φ,Φ]). (3.8)

Furthermore we can expand the interaction Lagrangian

LI [φ,Φ] =
∑
k

fk[φ]Lk[Φ] =
∑
k

Jk(x)Lk[Φ], (3.9)

where we have defined the operators Jk(x) = fk[φ(x)]. We are then able to write

eiΓ[φ] = ei
∫
dx4Ll[φ]

∫
DΦ ei

∫
dx4(Lh[Φ]+

∑
Jk(x)Lk[Φ]). (3.10)

This means that if we can perform the path integral for general sources Jk(x) first, we can

then afterwards substitute Jk(x) = fk[φ] to find the effective action in terms of φ.

Whilst this book-keeping simplifies our calculations, we still need to evaluate the path

integral. In general path integrals do not admit simple solutions, and so we must use

approximation techniques. A few methods exist for performing calculations. The first

method is to utilise Feynman diagrams: Γ is the sum of closed connected diagrams. An-

other method is the saddle point technique, where we expand around the classical value

of Φ. This gives a semiclassical expansion of the effective action. Finally, we could use

numerical techniques such as a lattice to evaluate the integral in 3.10.

There is however one situation where we can evaluate the path integral exactly: the

case where L[Φ] is quadratic in Φ. This is precisely the situation we had in the previous

chapter, which was why we were able to so easily calculate the effective action. We will

begin with this case, and then afterwards describe both the semiclassical expansion and

the Feynman diagram approach.

3.3 Gaussian Path Integrals

We will return to the Lagrangian from the previous chapter, Eq. (2.1):

L = N(i/∂ −M)N +
1

2
(∂σ)2 − m2

2
σ2 − gσNN. (3.11)
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Using (3.7), we can split the Lagrangian into three parts

Ll = N(i/∂ −M)N,

Lh =
1

2
(∂σ)2 − m2

2
σ2,

LI = −gσNN.

(3.12)

The idea is to treat the nucleon field (N) as the ‘light’ field, and the σ as the ‘heavy’ field.

This can be justified, because, in nuclei nucleons are essentially non-relativistic with kinetic

energies much lower than the mass of the σ. Now define the source J(x) = −gN(x)N(x),

and use (3.10) to calculate the effective action:

eiΓ[N,N ] = ei
∫
dx4N(i/∂−M)N

∫
Dσ ei

∫
dx4( 1

2
(∂σ)2− 1

2
m2σ2+Jσ). (3.13)

To evaluate this expression we simply need to calculate the path integral

W [J ] = −i log

(∫
Dσ ei

∫
dx4( 1

2
(∂σ)2− 1

2
m2σ2+Jσ)

)
. (3.14)

This is a slight generalisation of the path integral (2.5), and it can be evaluated using the

same methods as in Chapter 2. Using the scalar field propagator (2.7), we find in general

that

W [J ] = W [0]− 1

2

∫
dx4 dy4 J(x)D(x− y)J(y). (3.15)

Here W [0] is an (infinite) constant independent of J and so we will ignore it. All of the

interesting physics is in the second term of the right-hand side, which is non-local.

We can now use the low energy expansion of the propagator (2.9) derived in the

previous chapter:

D(x− y) = −δ(x− y)

m2
+
∂2δ(x− y)

m4
+ ... (3.16)

This gives us a local expansion of W [J ] which is valid for large m2. Notice in particular

that as m2 → ∞, W [J ] → 0, just as predicted by the decoupling theorem. Notice also

that our expansion is a power series both in m−2 and in ∂2. This can be verified by unit

analysis. To O(m−4) we have

W [J ] ≈
∫
dx4 1

2m2
J(x)2 − 1

2m4
J(x)∂2J(x). (3.17)

By substituting J = −gNN we can now derive the effective Lagrangian from the previous

chapter.

However, our above expression remains valid for more general source J(x), allowing

us to generalise our model with ease. For instance, say we added to our Lagrangian a

non-renormalisable term such as
α

Λ
∂µ(NγµN),

where α is unitless. The term is manifestly non-renormalisable as it requires an inverse

power of a cutoff Λ. We can quickly calculate the effective Lagrangian for the nucleons by
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making the substitution

J(x) = −gN(x)N(x) +
α

Λ
∂µ(N(x)γµN(x)) (3.18)

into W [J ] in (3.17). With minimal effort we now find that

Γ[N,N ] =

∫
dx4

(
N(i/∂ −M)N +

1

2m2

(
gNN − α

Λ
∂µ(NγµN)

)2
+O(m−4)

)
. (3.19)

So far we have only discussed scalar mesons, but vector mesons such as the ω and ρ are

crucial for understanding nuclear forces. These mesons are governed by the Lagrangian

L = −1

4
(∂µAν − ∂νAµ) (∂µAν − ∂νAµ) +

m2

2
AµAµ + JµAµ, (3.20)

where Aµ is a vector field of mass m. This again gives a Gaussian integral. To integrate

out the vector bosons we can use the identity (for more details see Section 1.6 of [22])

W [J ] = −i log

(∫
DA e

i
∫
dx4
(
− 1

4
(∂µAν−∂νAµ)(∂µAν−∂νAµ)+m2

2
AµAµ+JµAµ

))
(3.21)

= W [0]− 1

2

∫
dx4 dy4 Jµ(x)Dµν(x− y)Jν(y).

Again we can ignore W [0]. Here Dµν(x− y) is the propagator for a vector meson:

Dµν(x− y) =

∫
d4k

(2π)4
eik(x−y)−gµν + kµkν/m

2

k2 −m2 + iε
. (3.22)

We can expand this in powers of m−1 just as we expanded the scalar propagator. We then

find that

W [J ] = −1

2

∫
dx4 dy4 Jµ(x)Dµν(x− y)Jν(y)

= −1

2

∫
dx4

(
J2

m2
+
∞∑
n=1

(−1)n

m2n+2

(
Jµ∂2nJµ − Jµ∂2n−2∂µ∂νJ

ν
))

≈
∫
dx4

(
− 1

2m2
J(x)2 +

1

2m4
Jµ∂2Jµ −

1

2m4
Jµ∂µ∂νJ

ν

)
. (3.23)

By using (3.17) and (3.23) we are able to integrate out any linear scalar or vector field

from a theory. To order O(m−2) the scalar and vector expressions are identical up to a

sign difference. As a result of this simple sign difference, we find that scalar mesons create

attractive forces (as we saw in the previous chapter), whereas vector mesons generate

repulsive forces between like particles. This general behaviour holds even in the massless

limit, and the photon, a vector meson, induces a repulsion between like charged particles.

3.4 The Semiclassical Expansion

Now we will extend our results to non-linear theories, i.e., those with terms σn for n > 2.

For instance, take the Lagrangian

L =
1

2
(∂σ)2 − 1

2
m2σ2 − µ

3!
σ3 − λ

4!
σ4 + Jσ.
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which contains both 3σ and 4σ vertices with coupling constants µ and λ respectively. In

general these interactions must be present. Even if we were to set µ or λ to zero in the

Lagrangian, we find that renormalisation requires including these terms [32]. These terms

are important in many nuclear models, such as quantum hadrodynamics, where they are

needed to accurately reproduce nuclear properties [33].

As shown in section 3.2, in order to derive an effective field theory we need to evaluate

the path integral:

iW [J ] = log

(∫
Dσ ei

∫
dx4 L[σ,J ]

)
. (3.24)

This is unfortunately impossible when the path integral is not a Gaussian. There are

two main approaches we can use to systematically expand the integral, allowing us to

derive effective field theories despite these difficulties. In this section we shall describe the

semiclassical expansion, which we will then apply in the next section to a generalisation

of the toy model in Chapter 2. The other expansion, using Feynman diagrams, will be

discussed at the end of the chapter.

The semiclassical path integral expansion generalises and unifies a host of different

techniques used in various fields of physics. In the context of nuclear physics, both rela-

tivistic mean-field theory and non-relativistic Hartree-Fock approaches can be understood

as truncations of the semiclassical expansion. Moving further afield, these methods are

heavily utilised in the study of spontaneous symmetry breaking [34], and also in the study

of instantons [35].

The idea is simple: given a field theory

Z[J ] = eiW [J ] =

∫
DΦ ei

∫
dx4L[Φ,J ] =

∫
DΦ eiS[Φ,J ] (3.25)

we would expect the most important contributions to the path integral to come from

around the saddle point
δS[Φ, J ]

δΦ(x)
= 0. (3.26)

The above equation is the Euler-Lagrange equation, which is solved by classical fields.

Denoting the classical solution to the equation by χ, we can approximate

Z[J ] =

∫
DΦ eiS[Φ,J ] ∼ eiS[χ,J ]. (3.27)

This is mean-field theory, and is particularly convenient to apply when χ is easy to com-

pute. For this reason it is mainly applied to the case where J(x) = J0 is constant, such

as the case of infinite nuclear matter [33].

So how do we turn this into a systematic expansion? We can change variables in the

path integral, defining η = Φ− χ, and then expand

Z[J ] =

∫
Dη eiS[χ+η,J ]

=

∫
Dη exp

[
iS[χ, J ] +

i

2

∫
dx4dy4η(x)η(y)

δ2S

δΦ(x)δΦ(y)

∣∣∣∣
Φ=χ

+ ...

]
.

(3.28)

The first order correction is zero by (3.26), and so the leading order correction is quadratic

in η. This correction can be calculated as a functional determinant, which is the functional
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generalisation of a matrix determinant (see page 287 of [21]). We then have the following

expression for W [J ]:

W [J ] =

∫
dx4 (L[χ, J ])− i

2
log det

[
− δ2L
δΦ(x)δΦ(y)

∣∣∣∣
Φ=χ

]
+ ... (3.29)

In general functional determinants are extremely difficult to compute. In fact, they can

only be computed exactly for very special forms of J(x) [36]. If J(x) is small respect to

m2, a perturbative expansion exists in terms of the series of diagrams:

log det[∂2 +m2 + J(x)] =
z

+ + + + + ... (3.30)

These diagrams are to be evaluated using the standard Feynman rules in position space,

with each line representing a propagator D(x − y), and each vertex a J(z) (more details

can be found on page 304 of [21]). The nth diagram in this sequence can be evaluated as

1

n

∫
J(x1)D(x1 − x2)J(x2)D(x2 − x3)...J(xn)D(xn − x1), (3.31)

where we integrate over each xk.

So far we have shown how to calculate the classical limit and the first order quantum

corrections. If we continue to Taylor expand the action, we will find

S[χ+ η] = S[χ] +
1

2

∫
dx4dy4η(x)η(y)

δ2S

δΦ(x)δΦ(y)

∣∣∣∣
Φ=χ

+
1

6

∫
dx4dy4dz4η(x)η(y)η(z)

δ3S

δΦ(x)δΦ(y)δΦ(z)

∣∣∣∣
Φ=χ

+ ...

(3.32)

The η3 and higher order terms can be included using standard Feynman diagram tech-

niques, giving three-point and higher order vertices. A detailed discussion can be found in

Chapter 5 of [37]; we merely note that calculations beyond leading order are quite difficult

and rarely necessary.

3.5 Density Dependence in the Quark-Meson Coupling

Model

We will now use the tools of the previous section to analyze another toy model. Let us

take the Lagrangian

Lσ =
1

2
(∂σ)2 − m2

2
σ2 + gσNN − λ

2M
σ2NN. (3.33)

This is the sigma sector of the Lagrangian in the simplest version of the quark-meson

coupling (QMC) model [38]. The λ-term is a non-renormalisable term. In the QMC

model it originates in structural changes in the nucleon due to the σ field, analogous to

the polarisation of an atom in an electric field [39].

The QMC model has been used to derive density dependent energy density functionals

[40, 41]. In particular nuclear saturation was demonstrated to occur in the model. We

will present a novel derivation of these results, utilising the semiclassical expansion. The
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advantage of our method is that it is more general and can be more clearly related to

standard techniques in particles physics. Our derivation is novel, though it is heavily

influenced by the computations used to study spontaneous symmetry breaking (a typical

example of such a calculation is given in Chapter 11 of [21]).

We begin by introducing the two observables

J(x) = gN(x)N(x), K(x) = − λ

M
N(x)N(x), (3.34)

so that we may simply write

Lσ =
1

2
(∂σ)2 − m2

2
σ2 + Jσ +

1

2
Kσ2. (3.35)

In order to remove the σ from our theory, we will need to perform the path integral

W [J,K] = −i log

(∫
Dσ ei

∫
dx4( 1

2
(∂σ)2− 1

2
m2σ2+Jσ+ 1

2
Kσ2)

)
. (3.36)

This we shall achieve via the semiclassical expansion. First we need to find that classical

solution to the equation
δS

δσ(x)

∣∣∣∣
σ=χ

= 0. (3.37)

This gives the classical equation of motion

∂2χ+m2χ = J +Kχ (3.38)

where χ denotes the classical solution to the equation. Once we calculate χ, we can then

use (3.32) to expand the action

S[χ+ η] = S[χ] +
1

2

∫
dx4dy4η(x)η(y)

δ2S

δσ(x)δσ(y)

∣∣∣∣
σ=χ

+ ... (3.39)

Because L is quadratic in σ, we find that in general

δ2S

δσ(x)δσ(y)
= −∂2δ(x− y)− δ(x− y)(m2 −K(x)) = (−∂2 −m2 +K(x))δ(x− y)

δnS

δσn
= 0 for n > 2.

(3.40)

Substituting this into (3.29), we can find an exact expression for W :

W [J,K] =

∫
dx4

(
L[χ]− i

2
log det

[
∂2 +m2 −K(x)

])
. (3.41)

Notice that the second term does not depend on χ.

We are interested in calculating W in the case where m is much larger than the

typical variation in J and K. Rather than calculating an expansion in powers of m−1,

we shall instead expand in the number of derivatives of J and K. This is strictly better,

as by dimensional analysis we see that any derivative must have a coefficient of m−1.

Furthermore it allows us to calculate infinite uniform nuclear matter properties to high
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densities.

First we shall calculate χ. To do this, introduce a constant a into the equation of

motion

a∂2χ+m2χ = J +Kχ. (3.42)

Taking a power series expansion of χ,

χ = χ0 + aχ1 + a2χ2 + ..., (3.43)

it is straightforward to show that

χ0 =
J

m2 −K

χk+1 =
−∂2χk
m2 −K

.

(3.44)

Therefore an expansion in a is equivalent to an expansion in derivatives of J and K.

Substituting our series expression (3.44) for χ into (3.35) and setting a = 1, we find that

including up to second order derivative terms,

Lσ[χ] ≈ Lσ[χ0 + χ1] ≈ 1

2
(K −m2)χ2

0 + Jχ0 −
1

2
χ0∂

2χ0 + (K −m2)χ0χ1 + Jχ1

=
1

2
χ2

0(m2 −K) +
1

2
χ0χ1(m2 −K)

=
J2

2(m2 −K)
− J∂2J

2(m2 −K)2
− J2∂2K + 2J(∂µJ)(∂µK)

2(m2 −K)3
− 2(∂K)2J2

(m2 −K)4
.

(3.45)

Substituting J and K using (3.34), we are to find an effective Lagrangian for the

nucleon fields. In particular, the contribution of the first term in (3.50) to the effective

action is ∫
dx4 J(x)2

2(m2 −K(x))
=

∫
dx4 g2

(
NN

)2
2(m2 + λ

MNN)
. (3.46)

For infinite nuclear matter, this is the only contribution term. Following the procedure

used in Chapter 2, we find that in the non-relativistic limit,∫
dx4 g2

(
NN

)2
2(m2 + λ

MNN)
→
∫
dx4 g2ρ2

2(m2 + λ
M ρ)

. (3.47)

We can now calculate the energy density for infinite nuclear matter:

E = E0 + Eint =

∫
dx3

(
C

2M
ρ5/3 − g2ρ2

2(m2 + λ
M ρ)

)
. (3.48)

When λ = 0 this reproduces (2.16), as we would expect. Unlike the model in Chapter 2

though, our current model provides a mechanism for nuclear saturation. For large ρ the

second term is of order ρ, not ρ2 as in Chapter 2. Since the Fermi energy is ρ5/3, at

a sufficiently high density it will overcome the attraction and stabilise nuclear matter.

In Figure 3.1, the energy density of nuclear matter is plotted as the “classical line”,

demonstrating nuclear saturation.

Our calculation is so far only a mean-field result. We know however that there will be

quantum corrections to these results. They are difficult to calculate, and so we relegate
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Figure 3.1: Energy density of infinite nuclear matter in the QMC model, for g = 2.8, m = 700

MeV and λ = 1. The nucleon density is in units of M3, and the energy density M4.

these calculations to Appendix B. In this appendix, we show that the one-loop corrections

are

i

2
log det(∂2 +m2 −K(x))

=

∫
dx4 m4

8(2π)2

(
2K

m2
− 3K2

m4
+ 2

(
1− K

m2

)2

log

(
1− K

m2

))
+O(∂2)

(3.49)

We can now combine all of the terms into one expansion

W [J,K] =

∫
dx4

[
J2

2(m2 −K)
− J∂2J

2(m2 −K)2
− J2∂2K + 2J∂µJ∂µK

2(m2 −K)3
− 2(∂K)2J2

(m2 −K)4

− m4

8(2π)2

(
2K

m2
− 3K2

m4
+ 2

(
1− K

m2

)2

log

(
1− K

m2

))
+O(∂2)

]
.

(3.50)

In Figure 1, we have also plotted the 1-loop corrections to the energy density. For infinite

nuclear matter, the O(∂2) do not contribute. We see that the 1-loop result decreases the

binding of nuclear matter, but that this effect is small at low nucleon density.

3.6 Feynman Diagrams for Effective Field Theories

In the previous two sections we saw that the semi-classical expansion provides a general

non-perturbative framework in which calculations can be performed. Perturbation theory,

utilising Feynman diagrams, provides a complimentary approach. Essentially we can think

of the Feynman diagram method as the semi-classical method, but expanding around the

solution Φ = 0 rather than Φ = Φclassical. Conversely, the semi-classical expansion can

be derived from Feynman diagrams by summing according to the number of loops in the
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diagram. Diagrams without internal loops (‘tree’ diagrams) yield the classical result, and

each internal loop adds a power of ~.

To illustrate the use of Feynman diagrams, take the Lagrangian

L =
1

2
(∂Φ)2 − 1

2
m2Φ2 − λ

4!
Φ4 + JΦ, (3.51)

where we have introduced a non-linear λΦ4 coupling. This Lagrangian is rather imagina-

tively known as “phi–4” theory in the literature. Note that this theory has a Z2 symmetry

given by the map Φ→ −Φ, J → −J .

Using Feynman diagrams, we can expand the effective action

iΓ[J ] = log

(∫
DΦ ei

∫
dx4 L[Φ,J ]

)
(3.52)

in powers of λ. This is quite useful when λ is small, since the series will converge rapidly

and so few terms will be needed. For our theory the Feynman rules are:

= iD(x− y)

= (−i)
∫
dx4 J(x)

= (−i)λ
∫
dx4 .

(3.53)

The effective action is then given by

iΓ[J ] = sum of connected, legless diagrams

= + + + + ...

Furthermore, we only care about terms in Γ[J ] which depend on J . We can hence ignore

any diagrams which have no J dependence, such as the second diagram above.

We are particularly interested in the low-energy form of Γ[J ]. For some diagrams,

such as tree-level diagrams, this is easy to calculate using the low-energy expansion of the

propagator (2.9). For instance

=
iλ

24

∫
dx4

(
1

m8
J(x)4 − 4

m10
J(x)3∂2J(x) + ...

)
. (3.54)

Unfortunately, it is much more difficult to evaluate loop diagrams. In the perturbative

regime this is not a problem, since tree-level diagrams will give the most important con-

tributions. However meson interactions are usually large and perturbation theory is not

applicable.

Even with this limitation, Feynman diagrams provide a useful tool for analysing theo-

ries. They demonstrate that terms of the form J2n will be generically included in our low

energy effective field theory. Although in the non-perturbative case we cannot calculate

the coefficient very easily, we can use unit analysis to estimate the size of the term. For
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instance the general contributions to the effective Lagrangian must be of the form

∝
cn,kJ

n∂2kJ

m3n+2k−1

where c is unitless. Higher powers of J and derivative terms are both suppressed when m

is large.

Furthermore, the effective field theory must have a Z2 symmetry, J → −J . This is

induced by the Z2 symmetry of the high-energy theory. From this we can deduce that

cn,k = 0 if n is even.

Generically, to O(m−8) our effective action will have the form

Γ[J ] =

∫
dx4

(
a0

m2
J2 +

a1

m4
J∂2J +

a2

m6
J∂4J +

a2

m8
J∂6J +

b0
m8

J4 + ...

)
, (3.55)

where the constants ai and bi are dimensionless. At low energies, the impact of high-energy

physics is now completely contained within a handful of parameters. Unfortunately, unless

our theory is perturbative it is impossible to calculate these parameters. Nevertheless, we

could instead try to measure them experimentally. This brings us full circle back to the

ideas discussed in Section 3.1: effective field theories can be used to make predictions at

low energies if we fit our coupling constants to the low energy data.

We end this chapter with a rather abstract, but important, point. We will prove that

a0 > 0. (3.56)

Using (3.55), we can interpret this as implying that a massive scalar field will always be

attractive at sufficiently low energies and densities, regardless of any interaction terms.

The inequality (3.56) will be needed in Chapter 5.

To prove this result, we note that the J2 term in Γ[J ] can be written in terms of the

dressed propagator

−1

2

∫
d4xd4yJ(x)G(x− y)J(y). (3.57)

Here the propagator G(x− y) is the sum of the diagrams

G(x− y) = + + + + ... (3.58)

and can be seen as the interacting generalisation of the Feynman propagator D(x − y).

Now invoke the Källén-Lehmann spectral representation of the propagator

G(x− y) =

∫
d4p

(2π)4
eip(x−y)

∫ ∞
0

dX

2π

ρ(X)

p2 −X
, (3.59)

where ρ(X) is always non-negative. A derivation of this is found in Appendix B. We now

Fourier transform G(x− y) and expand

G̃(p) =

∫
dX

2π

ρ(p2)

p2 −X
= −

∫ ∞
0

dX

2π

ρ(X)

X
+O(p2). (3.60)
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Comparing to (3.55) and (3.57), we can now equate

a0 =
m2

2

∫ ∞
0

dX

2π

ρ(X)

X
≥ 0 (3.61)

as ρ(X) is always positive. This completes the proof. It is straightforward to generalise

our result to vector mesons.



Chapter 4

The Non-Relativistic Limit

4.1 Overview

The previous chapter developed methods for removing heavy particles from field theories.

In the context of nuclear models this allows us to replace a theory of nucleons and mesons

with a theory of only nucleons. This is all we need to do in principle: all nuclear properties

can be calculated from our effective field theory.

Yet as we noted when working with our toy model in Chapter 2, nucleons are actually

quite heavy with respect to light mesons. Since our effective field theory is valid only

at energies lower than the meson mass scale, our nucleons will be non-relativistic in this

regime.

The aim of this chapter is to develop a general method for taking the non-relativistic

limit of fermionic theories — such as theories containing only nucleons. What seems like

a simple task is actually quite difficult, for a number of reasons.

The first reason is that the non-relativistic limit usually aims to produce a Galilean

invariant theory, although higher-order relativistic corrections may be included and these

break the Galilean symmetry. The standard name for this limit, ‘non-relativistic’, is hence

rather confusing, since Galilean symmetry is a form of relativity. Galilean symmetry re-

stricts the forms of these theories in much the same way that Lorentzian symmetry con-

strains traditional quantum field theories [42], but unfortunately our naming convention

reflects a broader ignorance of the Galilean group. Unlike the Lorentz group, the Galilean

group is not semi-simple, and hence has a far richer representation theory. There are ten

vector representations of the group [43], which relate in non-trivial ways to Lorentz repre-

sentations. As a result, the non-relativistic limit is often ambiguous: in electrodynamics

for instance there are two distinct Galilean limits [44]. This thesis is not the place to dis-

cuss further the fascinating and often neglected subject of Galilean symmetry. We instead

point the interested reader to the articles [42] and [46] which provide good introductions

to the topic.

A second issue is that relativistic and non-relativistic theories are described using quite

distinct frameworks. In relativistic theories, the full apparatus of quantum field theory is

used, most often with a path integral formulations. On the other hand, non-relativistic

theories usually start with classical particles, quantised through the use of wavefunctions.

When we take the non-relativistic limit of a field theory, we will derive a non-relativistic

field theory. Most nuclear models, however, do not utilise non-relativistic field theories.

We will hence need to relate non-relativistic theories to more traditional approach using

Skyrme energy density functionals. These are the inputs used in traditional nuclear many-

body simulations [45].

To take the non-relativistic limit of a theory, we will essentially perform a Foldy-

27
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Wouthuysen transformation [47]. This method has been applied to the case of relativistic

mean-field theory in [48] and [49]. We will take our non-relativistic limit in the context

of field theory, unlike traditional uses which aim to derive a single particle Schrödinger

equation. We do this partly because it is more general, and partly because it is more

suited to general field theories — unlike other approaches we are not constrained to use

mean-field approximations1.

4.2 Schrödinger from Dirac

In this section we shall discuss the derivation of the Schrödinger Lagrangian from the

Dirac equation. Nucleons are spin-1/2 fermions, and so when interactions are ignored,

they are described by the Dirac equation

(iγµ∂µ −m)ψ = 0. (4.1)

Since we are interested in the non-relativistic limit, the Dirac representation of the gamma

matrices is the most convenient. In this representation,

γ0 =

(
I 0

0 −I

)
, γi =

(
0 σi

−σi 0

)
, (4.2)

where I is the 2 × 2 identity matrix, and σi are the pauli matrices. The other Dirac

bilinears are given by

γ5 =

(
0 I

I 0

)
, σ0i = i

(
0 σi

σi 0

)
, σij = εijk

(
σk 0

0 σk

)
. (4.3)

Let us separate the Dirac spinor into two sets of two component vectors

ψ =

(
Ψ

χ

)
. (4.4)

The Dirac equation then becomes(
i∂0 −m i~σ · ∇
−i~σ · ∇ −i∂0 −m

)(
Ψ

χ

)
= 0. (4.5)

We use ∇ for spatial derivatives, using the non-relativistic metric so that

∇i∇i = ∂2
x + ∂2

y + ∂2
z = ∆. (4.6)

Consider stationary particles: these satisfy ∇ψ = 0. In this case it is straightforward

to solve the Dirac equation, and we find that the solutions are

e−imt
(

Ψ

0

)
, eimt

(
0

χ

)
. (4.7)

1We note that recently a different approach to non-relativistic limits has been pursued in the context
of point-coupling models [50, 51, 52]. In these papers it is noted that Galilean invariance will be lost upon
including terms of O(v2/c2). This leads to the development of a more general non-relativistic map, which
can preserves Galilean invariance. On the other hand, the method is significantly more complicated, and
furthermore the errors involved are unclear.
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Bilinear Scalar Vector Pseudovector Pseudoscalar

ψψ ψψ

ψγµψ ψγ0ψ ψγiψ

ψσµνψ ψσ0iψ εijkψσijψ

ψγ5γµψ ψγ5γiψ ψγ5γ0ψ

iψγ5ψ iψγ5ψ

Table 4.1: Dirac bilinears in the non-relativistic limit.

for constant Ψ and χ. The first solution corresponds to particles and the second solution

to antiparticles.

Naively we might try to use the particle solutions in (4.7) to derive the non-relativistic

limit of the Dirac equation and Dirac bilinears. However, it is straightforward to verify

that if this expression is substituted into the Dirac Lagrangian, this will not yield the

Schrödinger Lagrangian as all time-dependence has been removed.

To derive the Schrödinger Lagrangian, we need a more sophisticated non-relativistic

limit. Levy-Leblond [46] showed that

ψ = e−imt
(

Ψ

− i
2m~σ · ∇Ψ

)
(4.8)

is Galilean-invariant. Substituting this into the Dirac Lagrangian and making the substi-

tutions
∂

∂t
→ 1

c

∂

∂t
, m→ mc, (4.9)

we find that

L = ψ̄(i/∂ −m)ψ =
1

c

(
iΨ†

∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ

)
+O(c−2). (4.10)

To leading order in c−1, we obtain the Schrödinger Lagrangian.

4.3 Non-Relativistic Dirac Bilinears

In interactions, fermions interact through the 16 Dirac bilinears2

ψψ, ψγµψ, ψσµνψ, ψγ5γµψ, iψγ5ψ, (4.11)

To take the non-relativistic limit of an interacting theory, we need to calculate the non-

relativistic limit of these bilinears.

First we should consider how the bilinears transform under rotations. This tells us how

the bilinears will transform in the non-relativistic limit. For instance, the four-vector ψγµψ

in the non-relativistic limit splits into a scalar ψγ0ψ and the vector ψγiψ. In Table 4.1

this is generalised to the five sets of Dirac bilinears. Using this table, we shall define the

(pseudo-)vectors

[~γ]i = γi, [~α]i = σ0i, [~β]i = εijkσjk.

2Each of these corresponds to a p-form, so that σµν is an antisymmetric tensor with 6 independent
components.
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Throughout the rest of the chapter, we shall use non-relativistic notation exclusively, so

that ai = aµ=i, and shall keep all indices lowered.

In taking the non-relativistic limit of the bilinears, we have a choice. If we use (4.8) to

calculate our non-relativistic limit, then we shall obtain a Galilean invariant theory. Our

bilinears will be correct to O(c−1), and will include some but not all of the O(c−2) correc-

tions. On the other hand, if we choose to sacrifice Galilean invariance, we can include the

next-order corrections to (4.8). Our bilinears will then be correct to O(c−2). The advan-

tage of this is that the component of the spin-orbit interaction which originates in Thomas

precession will be automatically included, along with a number of other corrections.

We shall expand to O(c−2) and sacrifice Galilean invariance. The easiest way to do

this is to apply a boost to (4.7) and then expand to second order:

ψ = e−
i
4
ωµνσµν

(
e−imtΨ

0

)
= e

i
2m

piσ0i

(
e−imtΨ

0

)
=

(
1 +

i

2m
piσ0i −

1

8m2
piσ0ipjσ0j + ...

)(
e−imtΨ

0

)
=

(
e−imtΨ

0

)
− pi

2m

(
0 σi
σi 0

)(
e−imtΨ

0

)
+
pipj
8m2

(
σiσj 0

0 σiσj

)(
e−imtΨ

0

) (4.12)

We now can relate the boost to the momentum of Ψ. The momentum operator is ~p = −i∇,

and so making this substitution, we find

ψ = e−imt
(

Ψ

− i
2m~σ · ∇Ψ

)
− e−imt∇i∇j

8m2

(
(δij + iεijkσk)Ψ

0

)

= e−imt
(

Ψ− 1
8m2∇2Ψ

− i
2m~σ · ∇Ψ

)
. (4.13)

Notice that the (4.8) is given by taking the first order boost, as we would expect. We

could in principle now calculate the next order corrections to the Schrödinger Lagrangian

in (4.10). We will however neglect such terms, as they contribute higher order spatial

derivatives which can generally be neglected.

We now calculate the Dirac bilinears. Note that the relation

~σ(~σ · ~a) = I~a− i~σ × ~a (4.14)

will be used many times below. First we calculate:

ψ̄ = ψ†γ0 ≈ eimt
(
Ψ† − 1

8m2∇2Ψ†, − i
2m∇Ψ† · ~σ

)
. (4.15)

Using this we can then calculate each of the bilinears:
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ψ̄ψ ≈
(

Ψ† − 1

8m2
∇2Ψ†

)(
Ψ− 1

8m2
∇2Ψ

)
− 1

4m2
(∇Ψ† · ~σ)(~σ · ∇Ψ)

≈ |Ψ|2 − 1

8m2

(
Ψ†∇2Ψ + (∇2Ψ†)Ψ

)
− 1

4m2
∇Ψ† · ∇Ψ +

i

4m2
∇Ψ† · (~σ ×∇Ψ)

= |Ψ|2 − 1

8m2
∇2|Ψ|2 +

i

4m2
∇Ψ† · (~σ ×∇Ψ),

ψ̄γ0ψ ≈
(

Ψ† − 1

8m2
∇2Ψ†

)(
Ψ− 1

8m2
∇2Ψ

)
+

1

4m2
(∇Ψ† · ~σ)(~σ · ∇Ψ)

≈ |Ψ|2 − 1

8m2

(
Ψ†∇2Ψ + (∇2Ψ†)Ψ

)
+

1

4m2
∇Ψ† · ∇Ψ− i

4m2
∇Ψ† · (~σ ×∇Ψ)

= |Ψ|2 − 1

8m2
∇2|Ψ|2 − i

4m2
∇Ψ† · (~σ ×∇Ψ) +

1

2m2
∇Ψ† · ∇Ψ,

ψ̄~γψ ≈ − 1

2m

[
i

(
Ψ† − 1

8m2
∇2Ψ†

)
~σ(~σ · ∇Ψ) + h.c.

]
≈ − 1

2m

[
iΨ†~σ(~σ · ∇Ψ) + h.c.

]
= − 1

2m

[
iΨ†∇Ψ− i(∇Ψ†)Ψ + Ψ†~σ ×∇Ψ−∇Ψ† × ~σΨ

]
= − 1

2m

[
iΨ†∇Ψ− i(∇Ψ†)Ψ−∇× (Ψ†~σΨ)

]
,

ψ̄~αψ ≈ 1

2m

[(
Ψ† − 1

8m2
∇2Ψ†

)
~σ(~σ · ∇Ψ) + h.c.

]
≈ 1

2m

[
Ψ†~σ(~σ · ∇Ψ) + h.c.

]
=

1

2m

[
Ψ†∇Ψ + (∇Ψ†)Ψ− iΨ†~σ ×∇Ψ− i∇Ψ† × ~σΨ

]
=

1

2m

[
∇(Ψ†Ψ)− iΨ†~σ ×∇Ψ− i∇Ψ† × ~σΨ

]
,

ψ̄~βψ ≈
[(

Ψ† − 1

8m2
∇2Ψ†

)
~σ

(
Ψ− 1

8m2
∇2Ψ

)
− 1

4m2
(∇Ψ† · ~σ)~σ(~σ · ∇Ψ)

]
≈ Ψ†~σΨ− 1

8m2

(
Ψ†~σ∇2Ψ + (∇2Ψ†)~σΨ

)
− 1

4m2
(∇Ψ† · ~σ)(∇Ψ− i~σ ×∇Ψ)

= Ψ†~σΨ− 1

8m2
∇2(Ψ†~σΨ) +

1

2m2
∇iΨ†~σ∇iΨ

− 1

4m2

[
(∇Ψ† · ~σ)∇Ψ +∇Ψ†(~σ · ∇Ψ)− i∇Ψ† ×∇Ψ

]
,

ψ̄γ5~γψ ≈
[(

Ψ† − 1

8m2
∇2Ψ†

)
~σ

(
Ψ− 1

8m2
∇2Ψ

)
+

1

4m2
(∇Ψ† · ~σ)~σ(~σ · ∇Ψ)

]
≈ Ψ†~σΨ− 1

8m2

(
Ψ†~σ∇2Ψ + (∇2Ψ†)~σΨ

)
+

1

4m2
(∇Ψ† · ~σ)(∇Ψ− i~σ ×∇Ψ)

= Ψ†~σΨ− 1

8m2
∇2(Ψ†~σΨ)

+
1

4m2

[
(∇Ψ† · ~σ)∇Ψ +∇Ψ†(~σ · ∇Ψ)− i∇Ψ† ×∇Ψ

]
,

(4.16)
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ψ̄γ5γ0ψ ≈ − 1

2m

[
i

(
Ψ† − 1

8m2
∇2Ψ†

)
~σ · ∇Ψ + h.c

]
≈ − i

2m

[
Ψ†~σ · ∇Ψ−∇Ψ† · ~σΨ

]
,

iψ̄γ5ψ ≈ 1

2m

[(
Ψ† − 1

8m2
∇2Ψ†

)
~σ · ∇Ψ + h.c

]
≈ 1

2m

[
Ψ†~σ · ∇Ψ +∇Ψ† · ~σΨ

]
=

1

2m
∇ · (Ψ†~σΨ).

(4.17)

So using the above expressions, we are able to calculate the non-relativistic limit of any

theory of interacting Dirac fermions, along with the O(m−2) corrections.

Our expressions can be simplified if we introduce a series of local densities. This

is common practise in nuclear physics. Rather than writing everything in terms of Ψ,

we introduce invariant currents which are easier to work with and physically interpret.

Following the conventions in [53], we introduce the seven quantities

ρ = Ψ†Ψ, τ = ∇Ψ† · ∇Ψ, ~j =
i

2

(
(∇Ψ†)Ψ−Ψ†∇Ψ

)
,

~s = Ψ†~σΨ, ~τ = ∇iΨ†~σ∇iΨ, Jij =
i

2

(
(∇jΨ†)σiΨ−Ψ†σi∇)jΨ

)
,

(4.18)

~G =
1

2
(∇Ψ† · ~σ)∇Ψ +

1

2
∇Ψ†(~σ · ∇Ψ)− i

2
∇Ψ† ×∇Ψ.

Reading from left to right, top to bottom, we have the density, the kinetic density and

the current density, the spin density, the spin-kinetic density and the spin-current density,

and the tensor-kinetic density. Our definition of ~G differs from the tensor-kinetic density
~F of [53] by an additional term:

~G = ~F − i

2
∇Ψ† ×∇Ψ,

which is not included in their definition.

The tensor Jij can be decomposed into three quantities, a scalar, a pseudo-vector and

a traceless symmetric tensor:

Js = δijJij , ~Jv = εijkJij~ek =
i

2

(
Ψ†~σ ×∇Ψ +∇Ψ† × ~σΨ

)
, Jt =

1

2
(Jij + Jji)−

1

3
Js

We are now able to write our Dirac bilinears in terms of these densities:

ψ̄ψ ≈ ρ− 1

8m2
∇2ρ+

1

2m2
∇ · ~Jv, ψ̄γ5~γψ ≈ ~s− 1

8m2
∇2~s+

1

2m2
~G,

ψ̄γ0ψ ≈ ρ− 1

8m2
∇2ρ− 1

2m2
∇ · ~Jv +

1

2m2
τ, ψ̄~βψ ≈ ~s− 1

8m2
∇2~s− 1

2m2
~G+

1

2m2
~τ ,

ψ̄γ5γ0ψ ≈ 1

m
Js, ψ̄~γψ ≈ 1

2m

(
∇× ~s+ 2~j

)
,

iψ̄γ5ψ ≈ 1

2m
∇ · ~s, ψ̄~αψ ≈ 1

2m

(
2 ~Jv +∇ρ

)
.

(4.19)

We conclude this section by concisely summarising the procedure we have developed
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to take the non-relativistic limit.

1. Take a Lagrangian of the form

L = ψ̄(i/∂ −m)ψ − V (ψ̄ψ, ..., iψγ5ψ).

2. Replace the kinetic term ψ̄(i/∂−m)ψ with the Schrödinger Lagrangian for a 1
2 -spinor

ψ̄(i/∂ −m)ψ → 1

c

(
iΨ†

∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ

)
.

3. In the interaction term V , replace each Dirac bilinear with their O(m−2) form given

in (4.19).

4. Making the substitutions
∂

∂t
→ 1

c

∂

∂t
, m→ mc,

write the interaction terms as

V = V0 +
1

c
V1 +

1

c2
V2 + ...

5. In natural units (with c = 1), the new Lagrangian is now

L̃ =

(
iΨ†

∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ

)
− V0 − V1 − V2.

4.4 Non-Relativistic Densities and Skyrme Functionals

Now that we have developed the tools to take non-relativistic limits, we should discuss

how to interpret the results. In nuclear many-body calculations, the interaction is often

described via an energy density functional (EDF).

To construct the EDF, the first step is to convert the Lagrangian to a Hamiltonian

H = Ψ̇Π− L. (4.20)

where Π is the conjugate momentum to Ψ. For a Schrödinger field, the conjugate momen-

tum is given by

Π =
∂L
∂Ψ̇

= iΨ†. (4.21)

Given a Lagrangian of the form

L =

(
iΨ†

∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ

)
− V [Ψ†,Ψ] (4.22)

we obtain the Hamiltonian

H =
1

2m
∇Ψ†∇Ψ + V [Ψ†,Ψ]. (4.23)

To convert the Hamiltonian to an EDF, we evaluate the expectation value of the Hamil-

tonian over the Slater determinant of single-nucleon wave-functions. We can calculate the
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expectation value of the various densities of Section 4.3. For instance,

ρ = 〈ρ̂〉 = 〈Ψ†Ψ〉 =
∑
sq

∑
ij

〈a†iaj〉φ
sq
i (x)∗φj(x)sq =

∑
sq

∑
i

|φsqi (x)|2 (4.24)

where ai is the lowering operator for the ith occupied state, and φi(x) is the corresponding

wavefunction. For simplicity, we shall assume that the one-body density matrix of our

system is diagonal in spin and isospin. In this case, each particle is either a proton or a

neutron, and is either spin up or spin down. We can then calculate the density of neutrons

〈ρ̂N 〉 =
∑
sq

∑
ij

〈a†iaj〉φ
sq
i (x)∗PNφ

sq
j (x) =

∑
s

∑
i

|φsNi (x)|2 (4.25)

where PN is the operator which projects onto neutron wavefunctions (the expression is

identical for protons). More generally, we can introduce four operators,

ρ̂N↑, ρ̂N↓, ρ̂P↑, ρ̂P↓ (4.26)

for each of the four different nucleon states.

In order to evaluate EDFs, we will need to calculate expectation values which are

bilinear in these densities. As an example, let us calculate

〈ρ̂2〉 =
∑
sqs′q′

∑
ijkl

〈a†iaja
†
kal〉φ

sq
i (x)∗φsqj (x)φs

′q′

k (x)∗φs
′q′

l (x)

=
∑
sqs′q′

∑
ijkl

(δijδkl − δilδjk)φsqi (x)∗φsqj (x)φs
′q′

k (x)∗φs
′q′

l (x)

= ρ2 −
∑
sq

ρ2
sq.

(4.27)

Here we see that 〈ρ̂2〉 6= 〈ρ̂〉2 because we need to take into account the fermionic nature

of the nucleon. These corrections are known as the exchange terms. More complicated

expectation values can be computed in an analogous fashion.

The Skyrme energy density functional is the most general non-relativistic energy den-

sity functional which is local, bilinear, involves derivatives only up to second order, and is

compatible with the symmetries of nuclear physics, in particular Galilean invariance [54].

In terms of the densities given in (4.18), the functional is given by

ESkyrme =

∫
dx3

∑
t=0,1

(
Cρt ρ

2
t + C∆ρ

t ρt∆ρt + Cst ~s
2
t + C∆s

t ~st∆~st + Cτt (ρtτt −~j2
t )

+ C∇st (∇ · ~st)2 + CTt (~st · ~τt − JijJij) + CFt

(
~st · ~F −

1

2

(
J2
s + JijJji

))
+C∇·

~J
t (ρt∇ · ~J + ~s · ∇ ×~jt)

)
.

(4.28)

Each density can either be in an isoscalar t = 0 or isovector t = 1, e.g.:

ρ2
0 = 〈ρ̂〉2, ρ2

1 = 〈ρ̂a〉〈ρ̂a〉 = 〈Ψ̂†τaΨ̂〉〈Ψ̂†τaΨ̂〉. (4.29)

This gives a total of eighteen parameters. One way to physically interpret the terms is to

relate the terms to two-nucleon forces, such as the zero-ranged Skyrme interaction [17, 55].
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Roughly speaking, the first line of (4.28) corresponds to central terms, the second line to

the tensor force, and the third to the spin-orbit interaction.

Another useful division of the terms is based on their symmetries. In time symmetric

situations — such as nuclear ground-state properties — only the time-even densities will

be non-zero. These densities are the ρ, τ , and ~J . This simplifies calculations and reduces

the number of undetermined parameters which need to be considered. Unfortunately, not

all the time-odd coefficients in (4.28) can be constrained using time-even properties.
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Chapter 5

Meson Models for Nuclear Forces

After two chapters of theoretical developments, we are now ready to confront our main

goal: relating nuclear forces to higher energy physics. We will begin by describing relevant

aspects of hadron phenomenology — in particular, we need to choose the relevant mesons

for nuclear systems.

We begin with a review of the relevant aspects of quantum chromodynamics and the

light hadron spectrum, placing our work in the broader context of subnuclear physics.

Then, in Section 5.3, we discuss the low energy limits of linear meson theories. This is

extended in Section 5.4 to include meson-meson interactions. In general, we show that

it is very hard, if not impossible, to quantitatively determine nuclear forces in terms of

higher energy physics. If, however, we rescale parameters, we can minimise the number of

low energy parameters which need to be determined in order to make predictions. This is

discussed in Section 5.5. We then suggest one remnant of high-energy physics that may

survive at low energies — the relationship between the vector and tensor couplings of

vector mesons.

The chapter ends with a discussion relating our results to other approaches to the

nuclear force problem. We argue that details of mesonic physics are largely irrelevant for

nuclear physics. Any theory satisfying a few physical properties will, with well-chosen

parameters, be able to reproduce realistic nuclear forces at low energies. For this reason,

even though phenomenological models may quantitatively perform well when describing

nuclei, this does not necessarily validate their underlying physical assumptions.

5.1 Strong Quantum Chromodynamics

Quantum chromodynamics is a Yang-Mills theory with gauge group SU(3). The gauge

fields (‘gluons’) interact with quarks in the vector representation. We do not have space

for a detailed discussion of the theory, and refer the reader to specialised literature such as

[57] for elaboration on formal aspects of QCD and [58] for detailed applications to particle

physics.

In principle we should begin with the QCD Lagrangian, and from that derive the

properties of light mesons and baryons. A variety of methods have been developed to

attack this problem, ranging from the large-Nc limit [59] to QCD sum rules [57] to lattice

QCD [60]. Phenomenological approaches, utilising bags [61], solitons [62], or point-like

quark models [63], have also been extensively utilised to study light mesons and baryons.

A detailed review of the successes and failures of these models is beyond the scope of this

thesis, and we merely note that a detailed quantitative understanding of mesonic physics

is still lacking. Lattice QCD is however rapidly progressing and calculations of light meson

masses is now possible to within a few percent [64].

37
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Symmetry Group Status

Baryon Number U(1) Exact

Isospin SU(2) Explicitly broken as mu 6= md.
Broken by electroweak force.

Strangeness U(1) Broken by weak force.

Chiral Symmetry SU(2) Spontaneously broken.
Explicitly broken as mu,d 6= 0
Broken by weak force.

Space Parity (P) Z2 Broken by weak force.
Time Reversal (T)
Charge Parity(C)

Table 5.1: Symmetries of QCD at low energies.

One aspect of QCD which can be clearly connected to low energy phenomenology is

its exact and approximate symmetries. These symmetries are summarised in Table 5.1.

Since symmetries manifest themselves in the meson spectrum, we shall discuss briefly their

origins in QCD. A more detailed discussion can be found in [65].

The QCD scale is the energy scale at which the coupling constant formally becomes

infinite. This is usually taken to be ΛQCD ∼ 1 GeV, around the mass of the nucleon. At

this energy scale, three quarks are relevant, the up, down and strange, with masses1:

mu ∼ 2.5 MeV, md ∼ 5 MeV, ms ∼ 90 MeV.

Since these are considerably smaller than the QCD scale, QCD posses a number of approx-

imate symmetries. Most notably we have isospin symmetry relating the u and d quarks.

It is this approximate symmetry which explains the small mass difference between the

proton and the neutron: essentially the mu—md mass difference is tiny compared to the

O(Λ) contribution to the nucleon mass from non-perturbative QCD.

Another approximate symmetry is chiral symmetry. Unlike isospin symmetry this is

not manifest in the QCD vacuum, but is spontaneously broken. The resulting Nambu-

Goldstone bosons are the pions, the kaons, and the eta. But since chiral symmetry is also

explicitly broken by the quark masses, these mesons are not massless, although they have

masses which are much lower than other hadrons. In particular, the pion has a mass of

around 140 MeV, compared to other mesons such as the ρ which has a mass of 775 MeV.

QCD has exact flavour symmetries. The number of u, d and s quarks must be conserved

independently in any reaction. These symmetries are broken in the Standard Model by

the weak force, but this is much weaker than the strong force and so can often be ignored

in hadronic physics. Finally, QCD has independent, P , C and T symmetry, and again

these are explicitly broken by the weak force.

5.2 Light Hadrons

In the absence of theoretical guidance, we turn instead to the experimentally observed

spectrum of light hadrons. The light mesons are shown in Table 5.2 and the light baryons

are listed in Table 5.3, with data taken from the latest Review of Particle Physics [56].

1As free quarks do not exist, defining the quark masses is ambiguous. More details can be found in [56].
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Hadron JP Isospin S Mass (MeV)

π 0− 1 0 135
K 0− 1/2 1 494
η 0− 0 0 548

η′ 0− 0 0 958

ρ 1− 1 0 775
ω 1− 0 0 782
K∗ 1− 1/2 1 892

φ 1− 0 0 1019

f0(500) 0+ 0 0 ∼ 500
f0(980) 0+ 0 0 980
a0(980) 0+ 1 0 980

Table 5.2: Light mesons, listing their spin (S), parity (P ), isospin, strangeness (S), and mass.

The data is taken from [56].

Hadron J Isospin S Mass (MeV)

N 1/2 1 0 938
Λ 1/2 0 1 1116
Σ 1/2 1 1 1189
Ξ 1/2 1/2 2 1315

∆ 3/2 3/2 0 1232
Σ∗ 3/2 1 1 1382

N(1440) 1/2 1 0 1440

Table 5.3: Light baryons, listing their spin (J), isospin, strangeness (S), and mass. The data is

taken from [56].

All the mesons with a mass under 1100 MeV and all baryons under 1500 MeV are listed.

Effective field theory suggests that these are the relevant degrees of freedom, and so we

shall develop nuclear models using these light hadrons.

Many hadrons are listed in Table 5.2 and Table 5.3. To have any hope of a predictive

model, we need to choose only the most relevant. A few general principles allow us to

cull. The isospin and strangeness flavour symmetries of QCD place tight restrictions on

interactions. As strangeness is (approximately) conserved, we can ignore strange mesons

when studying nuclei.

We can also ignore any sufficiently heavy hadron, as their contribution to the nucleon-

nucleon interactions will be suppressed by an inverse power of the mass squared. A

reasonable cut-off to take is Λ ∼ 1 GeV. This removes all of the baryons except the

nucleon, and along with all but five of the mesons. We are left with the π and η, the ρ

and ω, and the f0(500). The η couples weakly to nuclei and is usually ignored [19].

The status of the f0(500) is complicated. Most meson models need a scalar-isoscalar

particle to explain nuclear attraction, and so usually include a scalar-isoscalar σ meson.

However, the identity of the f0(500) is not well-understood (it does not fit easily into

traditional q̄q meson models) [66], and its connection to the σ is not straightforward.

In chiral perturbation theory the attractive force between nucleons can be generated by

ππ-exchange, and this can mimic σ exchange [67]. We can instead think of the σ as an

effective way to simulate more complicated underlying pion dynamics [3], rather than as

the field associated with the f0(500).
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Now that we have determined our particle content (the π, σ, ω, ρ and the nucleon

N), we need to add interactions. In an effective field theory, we need to include all

possible interactions compatible with symmetries. The non-renormalisable interactions

will however be suppressed by a factor of the cut-off, Λ, which (for simplicity) we shall

take to be about the nucleon mass M = 940 GeV.

Even if we were restricted only to renormalisable interactions, we would find that there

are over 20 parameters. Furthermore, the meson-meson interactions could potentially be

strong. As discussed in Chapter 2, non-perturbative theories are theoretically very chal-

lenging to study. We shall instead begin by studying linear theories, and only afterwards

will extend our results to the general non-linear case.

5.3 Meson-Nucleon Interactions

5.3.1 The Sigma

We will begin by describing possible sigma-nucleon interactions. There is only one renor-

malisable term for this interaction

L0 = g0σNN. (5.1)

The first non-renormalisable interactions, suppressed by a power of Λ−1 = M−1, are given

by

L1 = − g1

2M
σ2NN +

g2

M
σ∂µ(NγµN). (5.2)

If we set

J = g0NN +
g2

M
∂µ(NγµN), K = − g1

M
NN, (5.3)

then we find that the full Lagrangian for our theory is

L = N(i/∂ −M)N +
1

2
(∂σ)2 − 1

2
m2
σσ

2 + Jσ +
1

2
Kσ2. (5.4)

The σ meson can be integrated out using the results of section 3.5. We found that

Leff = N(i/∂ −M)N +W [J,K] (5.5)

where

W [J,K] =

∫
dx4

(
J2

2(m2 −K)
− J∂2J

2(m2 −K)2
− J2∂2K + 2J∂µJ∂µK

2(m2 −K)3
− 2(∂K)2J2

(m2 −K)4

− m4

8(2π)2

(
2K

m2
− 3K2

m4
+ 2

(
1− K

m2

)2

log

(
1− K

m2

))
+O(∂2)

)
.

(5.6)

We are now able to calculate the non-relativistic limit of theory using the results of

Chapter 4. To simplify our calculations, we will keep only the most important terms

in W :

W [J,K] ≈
∫
dx4

(
J(x)2

2(m2
σ −K(x))

− J(x)∂2J(x)

2(m2
σ −K(x))2

)
. (5.7)
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All other terms in W are suppressed by a factor of m6 or larger. We then find that

LNR = iΨ†
∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ +

g2
0ρ

2

2(m2
σ + g1ρ/M)

+ ρ∇ · ~Jv
[

g2
0

2M2(m2
σ + g1ρ/M)

]
+ ρ∆ρ

[
− g2

0

8M2(m2
σ + g1ρ/M)

+
g2

0

2(m2
σ + g1ρ/M)2

]
.

(5.8)

Notice that the dependence on g2 completely drops out. From the above Lagrangian, we

can see that the σ meson contributes to an attractive central force (the ρ and ρ∆ρ terms),

along with an isoscalar contribution to the spin-orbit (ρ∇ · ~Jv) interaction. The g1 term

results in a non-trivial density dependence. Setting g1 = 0 removes this, and this yields

the simpler Lagrangian

LNR = iΨ†
∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ +

g2
0ρ

2

2m2
σ

+ ρ∇· ~Jv
g2

0

2M2m2
σ

+ ρ∆ρ

[
− g2

0

8M2m2
σ

+
g2

0

2m4
σ

]
. (5.9)

We will use this simpler Lagrangian in the rest of this section, and will discuss more

complicated density dependence in the next section.

5.3.2 The Pion

A proper treatment of the pion is difficult for two reasons. The first reason is quite simple:

the pion is very light ∼ 140 MeV and so the errors associated with truncating it in an

effective field theory are more severe than for the heavier mesons. The second is that the

pion is a pseudo-Nambu Goldstone boson of the spontaneously broken chiral symmetry.

This provides tight constraints on pion interactions [68]. For the moment we shall ignore

these issues, and will return to them later in the chapter.

We shall use the field πa(x) for the pion field — confusion with the mathematical

constant π is avoided because of the isospin index of the pion field. The only renormalisable

interaction which preserves parity symmetry is

L0 = −α0πaiNγ
5τaN (5.10)

where τa is a Pauli matrix in isospin space. We will also consider a single non-

renormalisable term,

L1 = −α1

M
πa∂µNγ

5γµτaN. (5.11)

Chiral symmetry requires that α0 = 0 and so L1 is actually the lowest-order contribution

to the πN interaction (see Section 19.5 of [69]). If we introduce the current

Ja(x) = α0iNγ
55τaN +

α1

M
∂µNγ

5γµτaN, (5.12)

then our full Lagrangian is

L = N(i/∂ −M)N +
1

2
(∂µπa)(∂µπa)−

1

2
m2
ππaπa − πaJa. (5.13)

The πa field can be integrated out using the results of Chapter 3.3. Indeed, we can simply

modify (3.19) to use isovector-pseudoscalar rather than isoscalar-scalar couplings, and
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with this we find that

Leff = N(i/∂ −M)N +
1

2m2
π

(
iα0Nγ

5τaN +
α1

M
∂µ(Nγ5γµτaN)

)2
+O(m−4

π ). (5.14)

We can take the non-relativistic limit of this expression using the methods of Chapter 4.

Before doing this however, we note the following non-relativistic limits:

iNγ5τaN →
1

2M
∇ · ~sa

1

M
∂µ(Nγ5γµτaN)→ − 1

2M
∇ · ~sa.

(5.15)

From this we notice two things. First, in the non-relativistic limit, both couplings con-

tribute to the same term! This caused much confusion historically, as using a pseudoscalar

coupling will coincidently give the correct answer to lowest order, but will be completely

wrong at higher orders [19].

The second thing to note is that both terms are suppressed by a power of M−1 in the

non-relativistic limit, so the leading-order corrections from pion exchange is O(M−2). In

the non-relativistic limit, the effective Lagrangian is therefore

LNR = iΨ†
∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ +

(α0 − α1)2

8m2
πM

2
(∇ · ~sa)2. (5.16)

5.3.3 The Omega and the Rho

The case of the omega and the rho are identical, except for the additional isospin depen-

dence from the rho. We will start with the omega, as it is simpler.

The only renormalisable omega-nucleon interaction is

L0 = λ0ωµNγ
µN. (5.17)

The first non-renormalisable interactions, suppressed by a power of Λ−1 = M−1, are given

by

L1 =
λ1

M
ωµ∂νNσ

µνN +
λ2

M
ωµ∂

µ(NN). (5.18)

We ignore the ω2NN term which gives the complicated density dependence analogous to

the σ, and will instead discuss this in the next section. If we introduce the current

Jµ(x) = λ0Nγ
µN +

λ1

M
∂νNσ

µνN +
λ2

M
∂µ(NN) (5.19)

then our Lagrangian is

L = N(i/∂ −M)N − 1

4
(∂µων − ∂νωµ)(∂µων − ∂νωµ)− 1

2
m2
ωω

2 + ωµJ
µ. (5.20)

The ω field can be integrated out using the results of Chapter 3.3.

Leff ≈ N(i/∂ −M)N − 1

2m2
J2 +

1

2m4
Jµ∂2Jµ −

1

2m4
Jµ∂µ∂νJ

ν . (5.21)

Taking the non-relativistic limit, Jµ will split into a scalar J0 and a vector ~J . Using the



§5.3 Meson-Nucleon Interactions 43

results of Chapter 4, we find that the relativistic currents translate to:

Nγ0N → ρ− 1

8M2
∆ρ− 1

2M2
∇ · ~Jv +

1

2M2
τ

∇ · (N~αN)→ 1

2M2
(2∇ · ~Jv + ∆ρ)

N~γN → 1

2M
(∇× ~s+ 2~j)

∇× (N~βN)→ ∇× ~s
∇(NN)→ ∇ρ.

(5.22)

Our non-relativistic Lagrangian is therefore

LNR =iΨ†
∂Ψ

∂t
− 1

2m
∇Ψ†∇Ψ− λ2

0ρ
2

2m2
ω

− ρ∆ρ

2m2
ω

(
λ2

0

m2
ω

− 1

M2

(
λ0λ1 +

λ2
0

4
− λ2

2

))
+

λ2
0

2m2
ωM

2
(ρτ −~j2)

+
λ2

0 − λ0λ1

m2
ωM

2
(ρ∇ · ~Jv + ~s · ∇ ×~j)− λ2

0

2m2
ωM

2
ρ∇ · ~Jv +

(2λ1 − λ0)2

8m2
ωM

2
(∇× ~s)2.

(5.23)

The term (∇ × ~s)2 is not a standard term in the Skyrme functional, but using vector

identities and partial integral can be shown to be equal to∫
dx3(∇× ~s)2 = −

∫
dx3

(
~s∆~s+ (∇ · ~s)2

)
. (5.24)

Of all the mesons considered, the ω gives the most complicated contribution to the La-

grangian. The ω contributes to the central force, to the spin-orbit interaction, and to the

tensor force via the (∇× ~s)2 term.

The ρ meson has an identical effective Lagrangian, except that each density is isovector

rather than isoscalar. We will denote the couplings constants as µ0, µ1 and µ2 in analogy

to the ω couplings, λ0, λ1 and λ2 respectively.

5.3.4 Summary of Results

We have calculated the low energy effective field theories resulting from linear meson fields.

In a theory with all four mesons, the effective Lagrangian will simply be the sum of the

individual effective Lagrangians calculated in the above three sections. The properties of

this Lagrangian are summarised in Table 5.4. The results have been terms which are very

similar to those that appear in the Skyrme EDF (4.28). We should be careful not to confuse

the Lagrangian we just derived with an EDF. On the other hand, just as the Skyrme EDF

is the most general non-relativistic EDF which is local, bilinear, has derivatives only up to

second order, the Lagrangian with interactions identical to (4.28) will be the most general

Lagrangian with these properties. We could dub this the ‘Skyrme Lagrangian’, noting

that the EDF derived from this will be the Skyrme EDF (though there is not necessarily

a one-to-one correspondence between terms in the two).

We will begin with the central component of the nuclear force. In a theory with all
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four mesons, we will find that the contribution to the central force is given by

LC = ρ2

[
g2

0

2m2
σ

− λ2
0

2m2
ω

]
− µ2

0ρ
2
a

2m2
ω

+
λ2

0

2m2
ωM

2
(ρτ −~j2) +

µ2
0

2m2
ρM

2
(ρaτa −~j2

a)

− ρ∆ρ

2m2
ω

(
λ2

0

m2
ω

− 1

M2

(
λ0λ1 +

λ2
0

4
− λ2

2

))
+ ρ∆ρ

[
− g2

0

8M2m2
σ

+
g2

0

2m4
σ

]
− ρa∆ρa

2m2
ρ

(
µ2

0

m2
ρ

− 1

M2

(
µ0µ1 +

µ2
0

4
− µ2

2

))
.

(5.25)

The σ gives an attractive force and the ω a repulsive shorter ranged force. This partial

cancellation is critical: it is responsible for keeping the binding per nucleon in nuclei

around 8 MeV, much smaller than would be expected purely from dimensional analysis

[3]. The ρ is also generally repulsive but is isospin dependent. Nuclear matter with an

equal number of protons and neutrons is energetically favoured as a result. Our findings

are in agreement with both meson-exchange models [19] and relativistic mean-field theory

[70].

Next we turn to the spin-spin terms:

LSS =
(α0 − α1)2

8m2
πM

2
(∇ · ~sa)2 +

(2λ1 − λ0)2

8m2
ωM

2
(∇× ~s)2 +

(2µ1 − µ0)2

8m2
ρM

2
(∇× ~sa)2. (5.26)

Notice we do not have a (~s)2 term. Later we will discuss possible origins of this term.

For now we simply note that its absence suggests that the term is less relevant to nuclear

physics than might naively be expected. Furthermore notice that LSS is strictly positive,

and hence the spin-spin terms will always increase the binding energy of nuclei. This is in

agreement with relativistic mean-field calculations [71].

In traditional Skyrme parametrisations, the spin-spin terms are written in terms of

the densities (∇ · ~s)2 and ~s∆~s. As we discussed in the previous section, it is possible to

rewrite the (∇× ~s)2 in terms of these. In the isoscalar channel, this gives a relationship

between the coefficients of the spin-gradient terms — the coefficients of the (∇ · ~s)2 and

~s∇~s terms should be equal. This is our first non-trivial implication of meson physics.

We now turn to the spin-orbit terms

LSO =
λ2

0 − λ0λ1

m2
ωM

2
(ρ∇ · ~Jv + ~s · ∇ ×~j) +

µ2
0 − µ0µ1

m2
ρM

2
(ρa∇ · ~Jva + ~sa · ∇ ×~ja)

+ ρ∇ · ~Jv
[

g2
0

2M2m2
σ

− λ2
0

2m2
ωM

2

]
− ρa∇ · ~Jva

µ2
0

2m2
ρM

2

(5.27)

Unlike the central terms, where the σ and the ω acted in opposition, in the spin-orbit

terms the σ and ω add together — note the ω contributes to two different spin-orbit

terms and these both need to be considered. As a result we expect that the spin-orbit

splittings in nuclei should be large even though the binding energy per nucleon is low,

in agreement with the nuclear shell model phenomenology [72]. This is a generic feature

of relativistic approaches to nuclear forces, but is difficult to explain in non-relativistic

potential models [73].

The spin-orbit contribution is not Galilean invariant, as we find ρ∇ · ~Jv terms without

the attending ~s · ∇ × ~j term needed to ensure Galilean invariance. This should not be

surprising — our non-relativistic limit was taken to second-order in M , explicitly breaking

Galilean invariance. It is curious however that this is the only term that breaks Galilean
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Type Lagrangian Term Isoscalar Origin Isovector Origin

Central ρ2 σ, ω ρ
ρ∆ρ σ, ω ρ

ρτ −~j2 ω ρ

Spin-Spin ~s2 None None
~s∆~s ω ρ
(∇ · ~s)2 ω ρ, π

Spin-Orbit ρ∇ · ~Jv + ~s · ∇ ×~j ω ρ

ρ∇ · ~Jv σ, ω ρ

Tensor ~s · ~τ − JijJij None None

~s · ~F − 1
2(J2

s + JijJji) None None

Table 5.4: Origin of the Lagrangian Terms.

invariance in our final Lagrangian. Physically we can interpret the non-invariant terms

as the Thomas precession. This effect can usually be derived by treating the nucleons

classically (for instance see [74]), but here we can see the effect emerge from field theory.

In a Galilean invariant theory these non-invariant parts should be dropped, and so in this

sense the Thomas precession is a relativistic correction. However, the vector mesons also

contribute to a Galilean invariant spin-orbit interaction, and this contribution should not

be seen as a relativistic correction.

Finally we turn to the tensor components of the force. Like the (~s)2 term, these two

terms are absent in the Lagrangian, and we will discuss their origin later.

We have shown that theories with linear mesons can reproduce most, but not all, of the

terms found in the Skyrme energy density functional. This has allowed us to relate Skyrme

terms to meson phenomenology in an efficient manner. It is now logical to ask whether

we can constrain Skyrme EDFs without any restrictions on the coupling constants. If we

take the mω and mρ masses to be set by experiments, then in the isoscalar channel we

have six terms, to be determined by six parameters. In the isovector channel we again

have six terms, but these are determined by four parameters. Hence our Lagrangian is

not strongly constrained. We will defer a more in-depth treatment of the problem for the

moment, and will return once we have studied the effect of meson-meson interactions.

5.4 Meson-Meson Interactions

We will start with the case of the ω field. Non-linear behaviour can be introduced via the

Lagrangian

L = N(i/∂−M)N − 1

4
(∂µων − ∂νωµ)(∂µων − ∂νωµ) +

1

2
m2
ωω

2− 1

24
ζ(ω2)2 +ωµJ

µ, (5.28)

where the source Jµ is written in terms of N in (5.20). As our theory is an effective one, we

should in principle include further non-renormalisable terms such as a (ω2)3 term, but for

simplicity we will temporarily ignore this. In order to calculate the low-energy meson-less

effective field theory, we need to evaluate the path-integral

W [J ] =

∫
Dω ei

∫
dx4(− 1

4
(∂µων−∂νωµ)(∂µων−∂νωµ)+ 1

2
m2
ωω

2− 1
24
ζ(ω2)2+ωµJµ), (5.29)
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The parameter ζ is undetermined. Comparing to quantum hadrodynamical models, which

fit these parameters to nuclear properties using relativistic mean-field theory, we find

that this parameter is not necessarily small. It is however under-constrained by nuclear

data [20]. This is not surprising in light of the results of the previous section, which showed

that even a simple linear meson model does not provide strong constraints on a Skyrme

functional. Introducing new non-linear couplings can only worsen the predictive power of

our theory.

As we discussed in Section 3.6, it is difficult to evaluate W [J ] in the non-perturbative

regime. Analogous to (3.55), we can expand

W [J ] =

∫
dx4

(
a0

m2
ω

J2 +
a1

m4
ω

Jµ∂2Jµ +
a2

m4
ω

(∂µJµ)2 + ...+
b0
m8
ω

(J2)2 + ...

)
(5.30)

where the coefficients ai and bi are dimensionless functions of λ. In the perturbative regime

we can expand

a0 = −1

2
+O(λ2), a1 =

1

2
+O(λ2), a2 = −1

2
+O(λ2), b0 = λ+O(λ2). (5.31)

Setting λ = 0 will then yield the Gaussian result (3.23) as expected.

In general though, the Gaussian result must be modified. This, in turn, will modify

the effective Lagrangian (5.23). In particular, we expect there to be higher-order density

dependence such as the (J2)2 term. In the non-relativistic limit, the leading order contri-

bution of this will be a ρ4 term. More generally, each term in (5.23) will become density

dependent.

The situation becomes more complicated when we consider interactions between the

σ, ω and ρ mesons (we will discuss the pion later). With these three mesons we have the

following nine renormalisable interactions:

σ3, σ4, σω2, σ2ω2, σρ2, σ2ρ2, (ω2)2, (ρ2)2, ω2ρ2. (5.32)

We also can introduce non-renormalisable interactions such as

σ2NN, ω2NN, σ5, σ(∂σ)2, ... (5.33)

Even enumerating all non-renormalisable terms up to a given order is difficult. Field

redefinitions can partially help — for instance the σ2NN term which we used in Section

3.5 can actually be removed in this way [75]. Nevertheless, the brute force approach of

including as many terms as possible is clearly not feasible. Whilst these terms will all

generically be present in any meson model, they are impossible to constrain. The simplest

approach is to use the results of Section 3.6 to generalise (5.30). In general our effective

Lagrangian should involve all possible combinations of the sources (5.3) and (5.19):

Jσ = g0NN +
g2

M
∂µ(NγµN),

Jµω = λ0Nγ
µN +

λ1

M
∂νNσ

µνN +
λ2

M
∂µ(NN),

Jµρa = µ0Nγ
µτaN +

µ1

M
∂νNσ

µντaN +
µ2

M
∂µ(NτaN).

(5.34)



§5.4 Meson-Meson Interactions 47

We can expand W [J ] in inverse powers of the meson mass scale, m ∼ 700 GeV:

W [J ] =

(
1

m2
W2[J ] +

1

m4
W4[J ] +

1

m5
W5[J ] + ...

)
. (5.35)

The lowest-order contribution is given by

W2[J ] =

∫
dx4

(
C1J

2
σ + C2(Jω)2 + C3(Jρa)

2
)

(5.36)

followed by the fourth-order contribution

W4[J ] =

∫
dx4

(
D1J∂

2J +D2J
µ
ω∂

2Jµω +D3(∂µJω)2 +D4J
µ
ρa∂

2Jµρa +D5(∂µJρa)
2
)

(5.37)

and the fifth-order

W5[J ] =

∫
dx4Jσ

(
E1J

2
σ + E2(Jω)2 + E3(Jρa)

2
)
. (5.38)

The coupling constants Ci, Di, and Ei are dimensionless. The two lowest-order contri-

butions are a simple generalisation of the linear meson case. Indeed, we can recover the

linear case (with g1 = 0) via the substitutions

C1 =
m2

2m2
σ

, C2 = − m2

2m2
ω

, C3 = − m2

2m2
ρ

,

D1 =
m4

2m4
σ

, D2 = − m4

2m4
ω

, D3 = − m4

2m4
ρ

, D4 = − m4

2m4
ρ

, D5 = − m4

2m4
ρ

.

(5.39)

The terms in W5[J ] will result in density-dependent Skyrme terms. Higher order terms

in W [J ] will involve more complicated density-dependence and higher-order derivatives.

These are however suppressed by powers of M , and so the terms W2,W3 and W5 are the

most important at low energies. As a result, generalising to non-linear meson theories

does not significantly change the low-energy limit. This may seem surprising at first but

is a direct consequence of effective field theory — details of meson interaction should not

be relevant for low energy nuclear physics. Notice also that W5[J ] will include a ρ3 term,

which, if repulsive, can counteract the effect of the ρ2 and therefore allow for nuclear

saturation. Hence we can see that nuclear saturation is an effect that can generically

occur in any meson model — postulating a specific mechanism for it, whether that be

relativistic effects [76] or nucleon polarisation via the sigma [39] ignores the complexity of

meson physics.

Next we should ask, will an interacting theory generate the tensor terms and the ~s2

term which were conspicuously absent in the previous section? A quick look at (5.34)

combined with the results of Section 4.3 can confirm that they will not appear even in an

interacting theory. The only Dirac bilinears that yield a density ~s in the non-relativistic

limit are the tensor and the pseudovector coupling. Our Lagrangian would therefore need

to include at least one of the following terms

NσµνNNσµνN, Nγµγ5NNγµγ
5N, (5.40)

once the meson fields are integrated out. There are two ways to achieve this. The first
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would be to couple the nucleons to a tensor meson or a pseudovector meson. This seems

a little implausible, as the necessary mesons do not appear in Table 5.2 and therefore

must be quite heavy. Since we are working in an effective field theory however, the terms

in (5.40) will also generically appear, suppressed by powers of the cut-off M . Since the

nucleon is a composite particle, these terms do not need to be associated with meson

exchange but could result from more complicated dynamics, such as nucleon excitations.

That we do not see the ~s2 terms and the tensor terms in our simple meson exchange model

suggests that in the Skyrme energy density functional, these terms originate primarily as

Fock terms.

5.4.1 Relationship to Relativistic Mean-Field Theory

Although our primary focus is on Skyrme interactions, it is worth considering for a moment

the relationship of our methods to relativistic mean-field (RMF) theory. The starting

point of relativistic mean-field is a Lagrangian with both mesons and nucleons. In the

RMF approach, the meson fields are treated classically and solved self-consistently. Meson

interactions can be included in this approach, and indeed they are critical in reproducing

the experimentally observed properties of nuclear matter.

Observe that the RMF approach is effectively a type of semiclassical expansion. This

simple fact is unfortunately obscured by the language traditionally used in RMF.

Once the meson fields are treated classically, it is trivial to integrate them out of a

theory. If we can calculate the meson fields analytically, then (3.27) gives the partition

function. In general this is not possible though, and Feynman diagrams provide the

simplest tool to derive the low-energy theory. If ~ is not set to 1, then each loop in a

Feynman diagram contributes a factor of ~ [22]. The classical result is then just the sum

of tree-level diagrams, which do not include any loops. For the ω theory from the previous

section, with Lagrangian (5.28), we find that

WRMF[J ] = + + + ... (5.41)

We can then take the low-energy limit of this functional by considering the low-energy

expansion of the propagator (3.23). The first term will reproduce the linear results of

Section 5.3.3, and the second term will introduce a density dependent term ζρ4. So RMF

theory extends the results of linear meson theories by including density dependent terms,

but it will not modify the terms originating in the linear case.

It is straightforward to see how this generalises. Any interaction term will be rep-

resented by intersection of three or more points in a Feynman diagram. If there are no

loops in the diagram, the diagram necessarily involves at least three sources. Hence the

contribution of the diagram will be at least cubic in J and so will not modify the quadratic

terms.

We have found that RMF occupies a middle ground between linear theories and general

interacting theories — density-dependent terms are added, but the quadratic terms are

not modified. Nevertheless, it is impossible to justify in the context of strong coupling

constants, since in this regime loop corrections could be important. This issue is mitigated

by fitting coupling constants to low-energy nuclear data, although this sacrifices any ability

to extrapolate calculations beyond known regions of the nuclear chart with any certainty.
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5.4.2 Expanding around Nuclear Saturation Density

We have so far expanded around the vacuum, ρ = 0. In nuclear calculations however, we

are most interested in expanding around nuclear saturation density,

ρC ≈ 0.16 fm−3 ≈ 1073 MeV3 ≈ (0.15m)3. (5.42)

For instance, if we wished to incorporate the effects of W5[J ] most efficiently, we can

rewrite

W2[J ]+W5[J ] =

∫
dx4 1

m2

(
C1J

2
σ + C2(Jω)2 + C3(Jρa)

2 +
Jσ
m3

(
E1J

2
σ + E2(Jω)2 + E3(Jρa)

2
))

=
1

m2

∫
dx4

[(
C1 +

E1ρ
3
C

m3

)
J2
σ +

(
C2 +

E2ρ
3
C

m3

)
(Jω)2 +

(
C3 +

E3ρ
3
C

m3

)
(Jρa)

2

+

(
Jσ − ρ3

C

m3

)(
E1J

2
σ + E2(Jω)2 + E3(Jρa)

2
)]
.

(5.43)

We can generalise this rearrangement to include higher powers of J . We can now define

the ‘in-medium’ coupling constants

c1 = C1 +
E1ρC
m3

+O

(
ρ2
C

m6

)
, c2 = C2 +

E2ρC
m3

+O

(
ρ2
C

m6

)
, c3 = C3 +

E3ρC
m3

+O

(
ρ2
C

m6

)
.

(5.44)

These are the constants which are most relevant for many-body calculations, as they

automatically incorporate the ‘in-medium’ effects.

5.5 Rescaling Parameters

We now return to the question posed in Section 5.3: Can we use our results to predict

the value of Skyrme parameters from higher energy physics? There are really two parts

to this question. We need both to know whether parameters such as gi, λi and µi can

be measured experimentally or derived theoretically, and we then need to know if these

values lead to predictions in the Skyrme interaction. In light of the results of the previous

section, it may seem like we have an impossible task, as we were forced to introduced a

series of constants ci, di and ei, along with the generic prediction that all terms should be

density-dependent. But as we shall see, this is overly pessimistic.

First note that we have the freedom to rescale our parameters. By rescaling the

parameters gi, λi, and µi, we are able to set ci to their linear values as given in (5.39).

Notice that rescaling (say) gi by a factor of R is equivalent to rescaling by a factor of 1/R2.

So we are only able to rescale ci to their linear values if the coefficients in the interacting

theory have the same sign as the coefficients in the linear theory. From our proof of (3.56)

at the end of Section 3.6, we know that the rescaling is justified for the bare parameters

Ci. Since ci are related by to Ci by a small perturbation (ρC = (0.15m)3), as long as the

constants Ei are not unnaturally large, we should expect ci to also have the correct signs

to enable the rescaling.

It is most convenient to rescale so that

c1 = 1, c2 = −1, c3 = −1, (5.45)

allowing us to use a single mass scale m in our Lagrangian. We will denote the rescaled
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mass parameters by g̃i, λ̃i and µ̃i. With this rescaling, we find that W2[J ] in the non-

relativistic limit will produce a result very close to that of Section 5.3.4:

WNR
2 [J ] =

∫
dx4 1

m2

(
(g̃2

0 − λ̃2
0)ρ2 − µ̃2

0ρ
2
a +

1

M2
(λ̃2

0(ρτ −~j2) + µ̃2
0(ρaτa −~j2

a))

+
1

4M2

(
α̃2(∇ · ~sa)2 + (2λ̃1 − λ̃0)2(∇× ~s)2 + (2µ̃1 − µ̃0)2(∇× ~sa)2

)
+

1

M2

(
(λ̃2

0 − λ̃0λ̃1)(ρ∇ · ~Jv + ~s · ∇ ×~j) + (µ̃2
0 − µ̃0µ̃1)2(ρ∇ · ~Jv + ~s · ∇ ×~j)

)
+

1

2M2

(
ρa∇ · ~Jva(g̃2

0 − λ̃2
0)− µ̃2

0ρa∇ · ~Jva
)

+ ρa∆ρa terms

)
(5.46)

The α̃2 term contains the rescaled contribution from the pion. Since the ρ∆ρ terms

will receive contributions from W4[J ] which cannot be constrained, there is little point in

writing out the contribution for these terms from W2[J ]. It is simplest to instead introduce

rescaled coefficients d̃1 and d̃2, so that

WNR
2 [J ] +WNR

4 [J ] =

∫
dx4 1

m4

(
d̃1ρ∆ρ+ d̃2ρa∆ρa

)
+ other terms (5.47)

After these rescalings, calculating or measuring the parameters g̃i, λ̃i, and µ̃i will be even

more difficult than previously. But their ratios are unchanged by this procedure. Utilising

this we can still make predictions.

5.6 Vector and Tensor Couplings

Staring at (5.46), we note that there are two pairs of parameters we may hope to relate

— λ̃0 to λ̃1, and µ̃0 to µ̃1. The two parameters govern, respectively, the vector and the

tensor couplings of the nucleon to the vector boson. Though both quantities have been

rescaled, we can consider their ratios:

λ̃1

λ̃0

=
λ1

λ0
=

1

2
κω =

µω − 1

2
,

µ̃1

µ̃0
=
µ1

µ0
=

1

2
κρ =

µρ − 1

2
. (5.48)

To understand these ratios, we should consider a third vector boson, whose coupling to the

nucleon is experimentally accessible — the photon. Because the nucleon is not a point-like

particle, both protons and neutrons have magnetic moments which differ from the Dirac

prediction. These have been measured to an extremely high precision experimentally [56]:

µP = 2.792847356± 0.000000023, µN = −1.91304272± 0.00000045. (5.49)

The photon does not respect isospin invariance, and so it is useful to introduce the isoscalar

and isovector anomalous magnetic moments

µs = µP + µN = 0.88, µv = µn − µp = 4.71. (5.50)

Two different phenomenological models, the vector dominance model (VDM) due to Saku-

rai [77] and the quark-meson coupling (QMC) model due to Guichon [78], make the pre-
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diction that

µρ = µs, µω = µv, (5.51)

although the justification for this result differs. Using (5.50), we have the predictions

κρ = 3.71, κω = −0.12. (5.52)

The tensor coupling of the ρ is therefore much more important than that of the ω, in

agreement with the prediction of traditional meson phenomenology [19].

In the VDM, the interaction of the photon with the nucleon is assumed to be dominated

by the neutral vector bosons, the ω and the ρ0. Since these bosons have the same quantum

numbers as the photon, mixing can occur. Diagrammatically, we can understand the VDM

model as

γ
≈

ρ0
+

ω
(5.53)

so that the form factor γNN is dominated by a virtual vector meson exchange. We would

then expect that the magnetic moments of the nucleon to be dominated by the tensor

couplings of these vector mesons, and so we can derive (5.51). More details can be found

in [79, 80].

The QMC model is a generalisation of the MIT bag model, where not only the photon

but also general mesons interact directly with point-like quarks confined within a spherical

cavity. In the MIT bag model, the electroweak properties can be calculated directly from

the quark wavefunctions [81]. This yields predictions which are reasonably close to the

experimental values (see Chapter 12 of [58]) for both the octet and decuplet baryons, and

this agreement is improved through the inclusion of pionic corrections [82].

In the QMC model the vector mesons couple directly to quarks in a manner com-

pletely analogous to the photon. Therefore the tensor couplings of the rho and omega are

generated by the quark structure of the nucleon [39], and so (5.51) should be satisfied.

How well does the prediction (5.51) hold experimentally? Dispersion analysis of NN

and Nπ scattering have been used to yield values of κρ = 6.6± 1 [83], 6.1± 0.6 [84], and

6.1±0.2 [85]. A value of 5.9 was found in [86] using an effective ρ mass of 0.63 GeV. These

values are about 40% greater than the prediction of (5.52).

Similarly, the value of κω was found to be −0.17 in [88] and −0.16 ± 0.01 in [85], a

∼ 25% increase in magnitude from the prediction of (5.52). Overall this suggests that we

should use values around

µρ = 7.1± 0.2, µω = 0.84± 0.01, (5.54)

leading to

κρ = 6.1± 0.2, κω = −0.16± 0.01, (5.55)

rather than the values of (5.52).

Various theoretical arguments have been suggested to explain this discrepancy — a

summary can be found in [87]. Whilst the specifics vary, the inclusion of pions is critical

in all of these models.
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5.7 Discussion

We have shown that under general conditions, the lowest-order contributions to nuclear

interactions will be given by a Skyrme-like Lagrangian, with higher-order contributions

responsible for density dependence of the coupling constants. Although we began by

considering the relevant mesons and other aspects of strong QCD, we have steadily stripped

our theory of any direct link with this high energy physics. We should now consider what

physics is important in order to reproduce a realistic form of the nuclear force.

The most obvious piece of physics that has remained relevant throughout are the

symmetries associated with QCD. Isospin symmetry allows us to treat the nucleon as a

single species, so that proton-proton, neutron-neutron, and proton-neutron forces are all

facets of the same underlying force. Space-time symmetries are critical in determining the

allowed interactions, both relativistically and non-relativistically. As we saw in Chapter 4,

different terms in a non-relativistic theory are often related relativistically. This is manifest

in our expression for WNR
2 (5.46), where a handful of relativistic coupling constants are

able to relate numerous non-relativistic terms.

One symmetry which has not featured prominently has been chiral symmetry. Unlike

the other three mesons, we found that the pion only contributes a measly (∇ · ~sa)2, triply

suppressed in many-body physics as the square of a time-odd, derivative, isovector term.

Since chiral symmetry is spontaneously broken, with the pion being the pseudo-Nambu

Goldstone boson, the irrelevance of chiral symmetry to nuclei can be related to the relative

unimportance of pions.

This situation contrasts with the critical role that pions play in scattering. Since the

pion is much lighter than any other meson, for nucleon-nucleon scattering the pion is the

most important particle. Unlike many-body nuclear forces, in the last two decades a sys-

tematic understanding of nucleon scattering has been developed, using chiral perturbation

theory (χPT) [89]. A detailed discussion of χPT would be to far afield from our current

discussion, but we shall return to this subject in the conclusion.

The critical physical inputs to our theory were the energy scales of the higher-energy

physics. These scales were the light meson energy scale m ∼ 700 MeV, and the QCD scale

Λ ∼ 1 GeV. On the other hand, the specific masses of the sigma, omega, and rho meson

are not actually that relevant, as we saw that through non-linearities and rescaling they

could be removed. It is an unfortunate weakness of our models that the light (non-pseudo

Nambu Goldstone) mesons are not much lighter than the QCD scale, and for this reason

it is difficult to draw strong conclusions from the absence of various terms (such as the

tensor terms) in our theories.

Another important input is that we need to know how the nucleon couples to higher

energy physics. This is given in terms of the sources (5.34), and we found that the relevant

channels are the scalar-isoscalar, vector-isoscalar, and vector-isovector channels. In a

meson model these channels correspond to the sigma, omega and rho mesons respectively.

Notice however that any details of the mesons are actually irrelevant at low energies. For

instance, the conclusions of Section 5.4 would be unchanged if there were three omega

mesons rather than one, or if the self-couplings of the mesons were shuffled around. All

that matters is their transformation properties under spin and isospin symmetries.

Finally, in order to reproduce realistic nuclear forces, it is necessary to include non-

linear interactions. These interactions are needed in order to reproduce the observed

properties of nuclear matter, such as nuclear saturation. However, as we discussed in Sec-

tion 5.4 the actual details of these interactions are impossible to constrain, so whilst some
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non-linearities are needed (and all should be included in principle), various combinations

will give indistinguishable behaviour at low energies.

To concisely summarise, the four ingredients which are necessary to reproduce a real-

istic nuclear force are:

1. Symmetries — isospin, Lorentzian, and parity.

2. A meson energy scale m and QCD energy scale Λ.

3. The interaction channels — scalar-isoscalar, vector-isoscalar, and vector-isovector.

4. Non-linearities to achieve nuclear saturation, though the details are not important.

Since any theory with these properties will reproduce a Skyrme-like Lagrangian at low

energies, any theory with such properties will be able to reproduce realistic nuclear forces

if the parameters are fitted to nuclear data.

Our results explain how a plethora of models are all able to reproduce the properties

of nuclei. At heart, the problem of determining the correct higher energy physics is simply

very under-constrained. The successful reproduction of experimental results is often used

to justify that a model is ‘correct’ in that the physics involved is the most relevant and the

model should remain valid when extrapolated to new regimes. Our work shows that this

cannot be considered a sufficient criteria for judging validity. To justify a model, either

compelling theoretical evidence or connections to experimental data outside of many-body

nuclear physics (such as scattering data) should be required.

Furthermore, the logic of effective field theory suggests that no simple theory of nuclear

forces can exist. At high energies there are many competing theoretical processes which

can explain any given feature of low energy nuclear phenomenology. Effective field theory

suggests that all of these processes should be considered and all will likely be relevant.

Developing complicated phenomenological models will not lead to progress, but rather a

proliferation of unconstrained parameters.

We will return to the question of how we can further our understanding of nuclear

forces in the conclusion. In the next chapter, we shall quantitatively study the Lagrangian

derived in this chapter, and will compare to existing Skyrme parametrisations.
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Chapter 6

The Energy Density Functional for

Time-Even Systems

In the previous chapter we derived a universal form of the low-energy nuclear force in

(5.46) and (5.47), using eight parameters. We also discussed how the vector and tensor

coupling constants could be related, reducing the total number of parameters to only six.

This is much less than the number of parameters used in traditional Skyrme functionals.

In this chapter we will study quantitatively the predictions of (5.46) and (5.47) for

systems exhibiting symmetry under time reversal (time-even systems). This is the case

most commonly considered in nuclear simulations, and most Skyrme parametrisations in

the literature have been constrained for time-even systems only.

6.1 The Time-Even EDF

In order to compare our Lagrangians to Skyrme EDFs, we will need to derive the energy

density functional. We can use the methods discussed in Section 4.4. Under time reversal,

spin up nucleons are mapped to spin down nucleons. For a time-even system, this means

that

ρN↑ = ρN↓, ρP↑ = ρP↓ (6.1)

so that we only need to keep track of the neutron and proton mean-fields. This greatly

simplifies our calculations.

Using the methods of Section 4.4, we are able to now calculate the expectation values

of the various operators in (5.46) and (5.47). The calculations are contained in Appendix

C. It is then straightforward to calculate the time-even EDF from (5.46) and (5.47). To

simplify notation, in this chapter and the next we shall make the replacements

g̃0 → g, λ̃0 → λ, µ̃0 → µ

α̃→ α, d̃1 → d1, d̃2 → d2

(6.2)

in order to remove now redundant tildes and subscripts. With this substitution, the time-

55
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even EDF is now given by

E =
1

4m2

∫
dx4

[
ρ2(−3g2 + 3λ2 − 3µ2) + ρ2

a(g
2 − λ2 + 5µ2)

+
1

2M2

(
−5g2 + 5λ2(1− 2µω) + 3µ2(1− 2µρ)

)
ρ∇ · ~Jv

+
1

2M2

(
−g2 + λ2(1− 2µω) + 3µ2(1− 2µρ)

)
ρa∇ · ~Jva

+
1

16m2

(
−56d1 + 24d2 −

m2

M2
(6α2 + (µ2

ω − 4µω + 8)λ2 + 3(µ2
ρ − 4µρ + 8)µ2)

)
ρ∆ρ

+
1

16m2

(
8d1 − 72d2 +

m2

M2
(2α2 − (µ2

ω − 4µω + 8)λ2 + (µ2
ρ − 4µρ + 8)µ2)

)
ρa∆ρa

+
1

4M2

(
(µ2
ω − 4µω − 12)λ2 + 3(µρ − 2)2µ2 + 6α2 − 8M2

m2
(d1 + 3d2)

)
ρτ

+
1

4M2

(
(µω − 2)2λ2 − (µ2

ρ − 4µρ − 20)µ2 − 2α2 − 8M2

m2
(d1 − d2)

)
ρaτa

+
1

4M2

(
8M2

m2
(d1 + 3d2) + 6α2 − λ2(5µ2

ω − 20µω + 16)− 3µ2(5µ2
ρ − 20µρ + 16)

)
JijJij

+
1

4M2

(
8M2

m2
(d1 − d2)− 2α2 − λ2(5µ2

ω − 20µω + 16) + µ2(5µ2
ρ − 20µρ + 16)

)
JijaJija

+
1

8M2

(
6α2 − 3λ2(µω − 2)2 − 9µ2(µρ − 2)2

) (
JijJji + J2

s

)
+

1

8M2

(
−2α2 − 3λ2(µω − 2)2 + 3µ2(µρ − 2)2

) (
JijaJjia + (Jsa)

2
) ]
.

(6.3)

Comparing to (4.28), the various coefficients CAi can be read off the EDF. We find

that these coefficients are linear combinations of g2, λ2, µ2, α2, d1 and d2. As there

are twelve Skyrme coefficients, we have reduced the number of degrees of freedom in the

Skyrme functional by six.

The rest of this chapter will examine the implications of (6.3). By comparing to existing

Skyrme parametrisations, we shall be able to test whether the Skyrme parametrisations

are compatible with our EDF. As more Skyrme parameters exist than input parameters,

we shall be able to relate Skyrme parameters to each other.

Another potential use of (6.3) is to take parameters from relativistic mean-field theory.

As discussed in Section 5.4.1, RMF gives values of g2, λ2, µ2, and so (6.3) allows us to

efficiently calculate the low energy behaviour of the theory. Difficulties emerge in this

approach when attempting to account for density-dependent terms, and so in this thesis we

will focus on non-relativistic Skyrme parametrisations. Nevertheless, comparing Skyrme

and RMF using (6.3) is an interesting possibility that should be pursued in future work.

6.2 Skyrme Parametrisations

6.2.1 Parametrisations Used

Numerous Skyrme parametrisations exist in the literature. For instance, [8] presents a

comparison of 240 distinct sets of parameters. We can only take a small subset of these

parameters, listed in Table 6.1. These parametrisations were chosen as they are commonly
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Name Paper γ Isovector Spin-Orbit Tensor

UNEDF0 [90] 0.322 (Fitted) Fixed No
UNEDF1 [91] 0.270 (Fitted) Fitted No
UNEDF2 [92] 0.377 (Fitted) Fitted Yes (Spherical)

SLy4 [93] 1/6 (Fixed) Fixed No
SLy6 [93] 1/6 (Fixed) Fixed No
SLy10 [93] 1/6 (Fixed) Fitted No

SkM* [94] 1/6 (Fixed) Fixed No
SkI4 [95] 1/4 (Fixed) Fixed No
BSk1 [96] 1/3 (Fixed) Fixed No

Table 6.1: Skyrme parametrisations considered in this thesis.

used in mean-field calculations.

There are several ways to parametrise a Skyrme EDF. We will use the parametrisation

ESkyrme =

∫
dx3

[ ∑
t=0,1

Cρt [ρ]

m2
ρ2
t +

C∆ρ
t

m4
ρt∆ρt +

Cτt
m2M2

ρtτt +
CSOt
m2M2

ρt∇ · ~Jvt

− CTt
m2M2

JijJij −
CFt

2m2M2

(
JijJ

ji + J2
s

) ] (6.4)

where t = 0 denotes an isoscalar and t = 1 an isovector. We have included factors of m

and M so that the parameters are unitless. Because density dependent terms are needed

to reproduce nuclear saturation, the coefficient Cρt is not constant, but instead is given by

Cρt [ρ] = Cρt0 +
CρtD
m3γ

ργ . (6.5)

We are most concerned with the value of this parameter around nuclear saturation density

ρC , and so for brevity will define

Cρt ≡ C
ρ
t [ρC ]. (6.6)

This form of density dependence is purely phenomenological. Often γ is fixed (γ = 1/6

is particularly common), though in the UNEDF parametrisations, γ was fitted. Similarly,

the isovector component of the spin-orbit term is often fixed to a third of the isoscalar

coupling. This is also included in Table 6.1.

Few Skyrme parametrisations include tensor terms, fixing

CTt = CFt = 0. (6.7)

Of the Skyrme forces considered, only UNEDF2 includes some of the tensor terms. Even

UNEDF2 fits the tensor only for spherically symmetric systems — this allows the coeffi-

cients

CJt =
CFt
2
− CTt (6.8)

to be constrained.
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6.2.2 Fitting Parameters and Uncertainties

The physical content of Skyrme parametrisations is strongly linked to the methodology

used to fit their parameters. Some parameters are far better constrained than others.

Symmetric infinite nuclear-matter (SNM) provides an important idealisation, and its

properties can be approximated by studying the bulk properties of heavy nuclei. In this

idealisation, the proton and neutron densities are equal and there are no Coulomb forces,

so the only terms which contribute are the isoscalar Cρ0 [ρ]ρ2 and effective mass term Cτ0 ρτ .

The saturation density ρC and energy per nucleon ENMA are the most straightforward

terms to extrapolate from experimental data [97]:

ρC ≈ 0.16 fm−3, ENMA = −16 MeV. (6.9)

In order to relate these quantities to Cρ0 and Cτ0 we also need to know the isoscalar effective

mass M∗s [ρC ]/M . The value of M∗s [ρC ]/M is not well constrained [98], but values around

unity are consistent with experimental single-particle energies [99]. The coefficients Cρ0
and Cτ0 are then given by

Cτ0
m2M2

=
1

ρC

(
1

2M∗s [ρC ]
− 1

2M

)
,

Cρ0
m2

=
ENMA
ρC

− 1

2M∗s [ρC ]

Ck

ρ
1/3
C

(6.10)

where Ck = 3
5

(
3π2

2

)2/3
. A derivation can be found in [100].

By considering asymmetric infinite nuclear-matter, the isovector terms Cρ1 and Cτ1 can

similarly be expressed in terms of nuclear-matter properties. They are related to the

symmetry energy aNMA and to the isovector mass M∗v [ρC ]. The value of aNMA is around 30

MeV. On the other hand, M∗v [ρC ] is even harder to constrain than M∗s [ρC ]. In the SLy

family of Skyrme parametrisations, the value was fitted to the neutron-matter equation of

state, which yielded M/M∗v [ρC ] = 1.249 [93], and this value was adopted in the UNEDF

family of parametrisations as well [90]. The Cρ1 and Cτ1 are given by

Cτ1
m2M2

=
Cτ0

m2M2
− 1

ρC

(
1

2M∗v [ρC ]
− 1

2M

)
,

Cρ1
m2

=
aNM

ρC
− 5Ck

9ρ
1/3
C

(
ρC(Cτ0 + 3Cτ1 )

m2M2
− 1

2M

)
.

(6.11)

Again a derivation can be found in [100].

Skyrme coefficients are also constrained using experimental data, such as the masses

and charge radii of selected nuclei. Specific information on the fit procedure for each

Skyrme parametrisation can be found in the relevant papers cited in Table 6.1.

Unlike other Skyrme parametrisations, the UNEDF family includes calculations of

uncertainties in their parameters. For UNEDF1 these uncertainties are shown in Table

6.2. From the table, we can see that Cρ0 and CSO0 are constrained to less than 10%. The

relative error for CSO1 on the other hand is 65%. Although Cτ0 has a relative error of 1550%,

this is a symptom of the fact that M∗s [ρC ] is very close to 1 for UNEDF1. As a general

rule, isoscalar terms are better constrained than isovector terms, and non-derivative terms

are better constrained than derivative terms.
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Term Value Abs. Rel. (%) Term Value Abs. Rel. (%)

Cρ0 -15.12 1.09 7.2 Cρ1 10.60 >2.43 >23
Cτ0 -1.440 23.3 1620 Cτ1 -48.81 >23.3 >48

C∆ρ
0 -36.53 4.42 12 C∆ρ

1 -117.6 42.2 36
CSO0 -107.8 7.33 6.8 CSO1 -51.93 33.71 65

Table 6.2: Absolute and relative uncertainties in the UNEDF1 parametrisations.

As we noted above, UNEDF1 does not fit M∗v [ρC ], but instead constrains it to

M∗v [ρC ] = 1.249. Because of this, the uncertainties for Cρ1 and Cτ1 can only be given

lower bounds.

6.3 Relating the Central and Spin-Orbit Terms

We will begin our discussion with the Cρt and the spin-orbit terms. These four terms

depend only on the three parameters g2, λ2 and µ2, and so we use this fact to relate the

terms.

Begin with the ρ2 terms. These two terms are linearly related to the parameters g2−λ2,

and µ2 by

Cρ0 =
3

4
(λ2 − g2)− 3

4
µ2,

Cρ1 = −1

4
(λ2 − g2) +

5

4
µ2,

(6.12)

as can be read directly from (6.3). Inverting this equation allows us to determine µ2 and

g2 − λ2 from any Skyrme parametrisation:

µ2 =
1

3
Cρ0 + Cρ1 ,

λ2 − g2 =
5

3
Cρ0 + Cρ1 .

(6.13)

The spin-orbit terms depend only on the parameters µ2(1−2µρ) and (g2−λ2(1−2µω))

CSO0 = −5

8
(g2 − λ2(1− 2µω)) +

3

8
µ2(1− 2µρ),

CSO1 = −1

8
(g2 − λ2(1− 2µω)) +

3

8
µ2(1− 2µρ).

(6.14)

Again we can invert these expressions:

µ2(1− 2µρ) = −2

3
CSO0 +

10

3
CSO1 ,

g2 − λ2(1− 2µω) = −1

2
CSO0 +

1

2
CSO1 .

(6.15)

6.3.1 Inequalities

We will now use the equations (6.13) and (6.15) to derive inequalities between Skyrme

parameters. This allows us to make general statements about Skyrme parameters without

specific reference to the coefficients g, λ and µ.
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As a simple example, as µ2 must be positive, we can use (6.13) to deduce that

Cρ1 ≥ −
1

3
Cρ0 . (6.16)

Nuclear saturation requires that Cρ0 < 0, and so (6.16) acts as a lower bound on the size

of Cρ1 . In particular, Cρ1 is necessarily positive.

Similar inequalities for the spin-orbit terms require conditions on µω and µρ. For the

experimental values of these couplings, we have the inequalities

µρ,ω >
1

2
=⇒ (1− 2µρ,ω) < 0. (6.17)

These inequalities also hold for the VMD predictions and we postulate that (6.17) will

hold for any reasonable values of the tensor couplings. If we assume (6.17), then using

(6.15) we derive the inequalities

5CSO1 − CSO0 ≤ 0, (6.18a)

CSO1 − CSO0 ≥ 0. (6.18b)

These inequalities can be combined into a single inequality

CSO0 ≤ CSO1 ≤ 1

5
CSO0 ≤ 0, (6.19)

implying in particular that both spin-orbit coefficients must be negative.

Lastly, we can derive inequalities relating the ρ2 to the spin-orbit terms. Assuming

that (6.17) holds, we can use (6.13) to write∣∣∣∣53Cρ0 + Cρ1

∣∣∣∣ =
∣∣g2 − λ2

∣∣ < g2 − λ2(1− 2µω). (6.20)

Combining this inequality with (6.15),

CSO0 ≤ −5

8

∣∣∣∣35Cρ0 + Cρ1

∣∣∣∣+
3

8
(1− 2µρ)

(
1

3
Cρ0 + Cρ1

)
, (6.21a)

CSO1 ≤ −1

8

∣∣∣∣35Cρ0 + Cρ1

∣∣∣∣+
3

8
(1− 2µρ)

(
1

3
Cρ0 + Cρ1

)
. (6.21b)

We can now test our five inequalities, (6.16), (6.18a), (6.18b), (6.21a) and (6.21b)

against our Skyrme parametrisations. The results are shown in Table 6.3. UNEDF1 and

UNEDF2, SkM∗ and BSk1 satisfy all five inequalities. The SLy family passes all but the

first inequality. A plausible cause of this is the unusually small values of Cρ1 of this family.

SkI4 likewise has a very small value of Cρ1 . Both UNEDF0 and SkI4 fail a number of

inequalities, and these can be traced to the fact that in both, CSO1 is positive.

6.3.2 The Isovector Dependence of the Spin-Orbit Term

Because the four coefficients Cρt and CSOt depend on only three parameters g2, λ2 and µ2,

we can predict the value of one coefficient given the other three. In practice, it is most

useful to relate the isovector spin-orbit term to the other three terms, as this term is the
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Name (6.16) (6.18a) (6.18b) (6.21a) (6.21b)

UNEDF2 X X X X X
UNEDF1 X X X X X
UNEDF0 X X X X X

SLy4 X X X X X
SLy6 X X X X X
SLy10 X X X X X
SkM∗ X X X X X
BSk1 X X X X X
SkI4 X X X X X

Table 6.3: Testing Skyrme parameters against the our derived inequalities.

most under-constrained of the four. Using (6.13) and (6.15), we can derive

CSO1 =
1

5
CSO0 +

(
1

10
Cρ0 +

3

10
Cρ1

)
(1− 2µρ) (6.22)

and so the ratio of the isovector to isoscalar spin-orbit is given by

S =
CSO1

CSO0

=
1

5
+
Cρ0 + 3Cρ1

10CSO0

(1− 2µρ) =
1

5
+

4

5− 25g
2−λ2(1−2µω)
3(1−2µρ)µ2

. (6.23)

The inequality (6.19) bounds S to satisfy

1

5
≤ S ≤ 1. (6.24)

We can now use (6.23) to understand the origin of these extremal values. The ratio S = 1
5

holds when µ = 0, whereas S = 1 holds when g2 − λ2(1 − 2µω) = 0. Hence S measures

the relative importance of the isoscalar and isovector contributions to the spin-orbit term

— the larger S is, the more important the isovector contribution is.

In Skyrme parametrisations, S is often fixed to 1
3 , chosen primarily for convenience. As

1/3 is the harmonic mean of the extremal allowed values of S, (6.24) provides a justification

of this value as a reasonable first guess.

We can attempt to calculate the value of S in two different ways. For the Skyrme

parametrisations where CSO1 is fitted independently of CSO0 , we can calculate the ratio

directly. These parametrisations are UNEDF1, UNEDF2, SLy10 and SkI4. Of these, SkI4

has a CSO1 value which is unrealistically large and positive.

The other option is to indirectly calculate CSO1 , using (6.22). This procedure will

yield sensible results if the relevant inequalities (6.16) and (6.21a) are satisfied. Five

parametrisations satisfy these inequalities — UNEDF0, UNEDF1, UNEDF2, SkM∗, and

BSk1.

In Figure 6.1, values of S are calculated both from fitted and calculated values of

CSO1 . For the UNEDF family of parametrisations, uncertainties are calculated for S. As

discussed in Section 6.2.2, the uncertainties in Cρ1 are likely underestimated and hence so

are the uncertainties of the calculated values of S.

Fitted values of S suggest a value of S somewhat larger than 1
3 . The uncertainties

though are quite large — for instance, UNEDF2 has a value of S = 0.60± 0.25.
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Figure 6.1: Isospin dependence of the spin-orbit term, using the fitted values (top), or calculated

using (6.23) (bottom). Uncertainties are shown only for the UNEDF parametrisations.

The calculated values of S are consistent with, though somewhat smaller than, the

fitted values. More interestingly, the calculated uncertainties are much smaller than those

for the fitted values. This results from the fact that the ρ2 and isoscalar spin-orbit terms

are much better constrained than the isovector terms. For UNEDF2, the calculated value

of S was 0.36± 0.06. As we have noted, the uncertainties in Cρ1 are underestimated, and

a more detailed understanding of these uncertainties should be pursued before drawing

conclusions. Once this is achieved though, using (6.22) could potentially give yield a more

precise value of S than directly fitting CSO1 .

6.3.3 Calculating µ2

We now have two different methods of calculating µ2, using (6.13) and (6.15) respectively:

µ2 =
1

3
Cρ0 + Cρ1 ,

µ2 =
1

1− 2µρ

(
−2CSO0 + 10CSO1

)
.

(6.25)

The two equations involve separate coefficients, and so give independent values of µ2.

Using the UNEDF1 and UNEDF2 parametrisations, we can compare the values of µ2

gained using both methods. Since UNEDF1 and UNEDF2 include uncertainties on their

parameters, we can also calculate the uncertainties in the values. As can be expected, the

first equation yields the most precise value of µ2, 5.56± 2.46 for UNEDF1 and 3.86± 1.05

for UNEDF2. Using (6.15) gives values of µ2 which are consistent with these values,

though with relative uncertainties which are greater than 60%.

Overall, our calculations yield values of µ2 which are consistent with each other. By

comparing both methods for calculating the same quantity, we can see the importance of

choosing well-constrained parameters in calculations. Uncertainties in Skyrme parameters

can quickly lead to very large errors.
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Figure 6.2: Comparison of µ2 calculated using (6.13) (Method 1) and (6.15) (Method 2) with

values of µ2 used in relativistic mean-field theories.

Name Paper Name Paper

QMC600 [41] W1 [20]
QMC700 [41] Q1 [20]
NL1 [101] G1 [20]
NL3 [101] G2 [20]
NL-Z2 [102] HS [3]

Table 6.4: Relativistic mean-field parametrisations used in Figure 6.2.
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We discussed in Section 6.1 the possibility of comparing Skyrme parametrisations with

relativistic mean-field theory. The value of µ2 allows a simple comparison, since in most

RMFs there is no density-dependent isovector term. In Figure 6.2, a comparison is given

between the values of µ2 calculated with (6.13) and (6.15), and values of µ2 extracted from

RMF parametrisations. The RMFparametrisations used, along with the relevant papers,

are given in Table 6.4.

Figure 6.2 shows that there is significant variations in the values of µ2 given by different

RMF values. Nevertheless, our calculations with Skyrme parametrisations have yielded

values of µ2 which are compatible with those given in RMF, suggesting that a more detailed

comparison of Skyrme forces with RMF may be fruitful.

6.4 Gradient and Effective Mass Terms

We now turn to the gradient and effective mass terms. These four terms are linearly

related to five parameters, d1, d2, µ2, λ2 and α2:

C∆ρ
0 =

1

64

(
−56d1 + 24d2 −

m2

M2
(6α2 + (µ2

ω − 4µω + 8)λ2 + 3(µ2
ρ − 4µρ + 8)µ2)

)
,

C∆ρ
1 =

1

64

(
8d1 − 72d2 +

m2

M2
(2α2 − (µ2

ω − 4µω + 8)λ2 + (µ2
ρ − 4µρ + 8)µ2)

)
,

Cτ0 =
1

16

(
(µ2
ω − 4µω − 12)λ2 + 3(µρ − 2)2µ2 + 6α2 − 8M2

m2
(d1 + 3d2)

)
,

Cτ1 =
1

16

(
(µω − 2)2λ2 − (µ2

ρ − 4µρ − 20)µ2 − 2α2 − 8M2

m2
(d1 − d2)

)
.

(6.26)

It is hence impossible to relate the coefficients to each other. Nevertheless, using the

results of the previous section, we can calculate λ2 and µ2 from Cρ0,1 and CSO0 . We can

then define

C̃∆ρ
0 =C∆ρ

0 +
m2

64M2
((µ2

ω − 4µω + 8)λ2 + 3(µ2
ρ − 4µρ + 8)µ2) = −7

8
d1 +

3

8
d2 −

3α2m2

32M2
,

C̃∆ρ
1 =C∆ρ

1 +
m2

64M2
((µ2

ω − 4µω + 8)λ2 − (µ2
ρ − 4µρ + 8)µ2) =

1

8
d1 −

9

8
d2 +

α2m2

32M2
,

C̃τ0 =Cτ0 −
1

16
((µ2

ω − 4µω − 12)λ2 + 3(µρ − 2)2µ2) =
3

8
α2 − M2

2m2
(d1 + 3d2),

C̃τ1 =Cτ1 −
1

16
((µω − 2)2λ2 − (µ2

ρ − 4µρ − 20)µ2) = −1

8
α2 − M2

2m2
(d1 − d2).

(6.27)

Choosing any three of the four above equations and inverting, we are able to calculate α2,

d1 and d2.

6.4.1 The Pion Contribution

The parameter α2 controls the pseudo-scalar isovector interaction channel, which in meson

models is associated with the pion. Using the first three equations of (6.27), we can derive
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Figure 6.3: Values of α2 calculated from Skyrme parametrisations using (6.28).

the expression

α2 = −M
2

m2

(
2C̃∆ρ

0 + 4C̃∆ρ
1 − 5

4
C̃τ0

)
. (6.28)

Since we expect α2 to be positive, this yields an inequality

5C̃τ0 − 8C̃∆ρ
0 − 16C̃∆ρ

1 ≥ 0, (6.29)

which we expect to hold in general.

The results of (6.28) are shown in Figure 6.3. Uncertainties are shown for the UN-

EDF parametrisations. Although there is considerable variability in the value of α2, each

Skyrme parametrisation yields a positive value of α2 and hence satisfies (6.29).

Our calculated values of α2 ∼ 103 are large compared to the values of µ2 ∼ 10 found in

Section 6.3.3. Similar calculations for g2 and λ2 yields values of ∼ 102, so that α2 is at least

an order of magnitude larger than the other coupling constants. A possible explanation

for this is that the pion is much lighter than the other mesons: mπ ∼ 140 MeV. We would

then expect the pionic contribution to be magnified by a factor of m2/m2
π ∼ 25 compared

to the other mesons. This provides evidence that the pion plays an important role in

nuclei, and although it is a pseudo-scalar, it will still contribute to time-even systems

through Fock terms.

6.4.2 Calculating the Isovector Effective Mass Term

The coefficient Cτ1 is poorly constrained. By using the coefficients Cρ0,1, C∆ρ
0,1 , CSO0 and

Cτ0 , we are able to calculate α2, λ2, µ2, d1 and d2. We can then use (6.26) to calculate Cτ1 .

The results are shown in Figure 6.4. Error bars for the UNEDF parametrisations have

been included.

Our calculated values of Cτ1 are consistent across most of the Skyrme parametrisations

— UNEDF2 yields −51.52 ± 25.74. Although the error bars are large, our calculations

favour a negative values of Cτ1 . For comparison, the values of Cτ1 obtained by the authors

from their fit protocol are also shown in Figure 6.4. There is a much greater variation in



66 The Energy Density Functional for Time-Even Systems

60 40 20 0 20 40 60 80 100 120

Value of −Cτ1

BSk1
SkI4

SkM*
SLy10
SLy6
SLy4

UNEDF2
UNEDF1
UNEDF0

BSk1
SkI4

SkM*
SLy10
SLy6
SLy4

UNEDF2
UNEDF1
UNEDF0

Fi
tt

ed
 

C
al

cu
la

te
d

Figure 6.4: Calculated and fitted values of −Cτ
1 .

these fitted values than in the calculated values. For instance, UNDEF1 favours Cτ1 =

−65.6 where as SLy10 has Cτ1 = 41.1. Again we see that indirect calculations of Skyrme

parameters may yield more precise values than a direct fit to nuclear data.

6.4.3 The Tensor Terms

The coefficients of the tensor terms can be calculated as a function α2, λ2, µ2, d1 and d2:

CT0 =
1

16

(
8M2

m2
(d1 + 3d2) + 6α2 − λ2(5µ2

ω − 20µω + 16)− 3µ2(5µ2
ρ − 20µρ + 16)

)
,

CT1 =
1

16

(
8M2

m2
(d1 − d2)− 2α2 − λ2(5µ2

ω − 20µω + 16) + µ2(5µ2
ρ − 20µρ + 16)

)
,

CF0 =
1

32

(
6α2 − 3λ2(µω − 2)2 − 9µ2(µρ − 2)2

)
,

CF1 =
1

32

(
−2α2 − 3λ2(µω − 2)2 + 3µ2(µρ − 2)2

)
.

(6.30)

The tensor terms are poorly constrained but are of immense interest in nuclear structure

studies of exotic nuclei [53] as well as in reactions studies [103]. Of the Skyrme parametri-

sations considered here, only UNEDF2 contains any of the tensor terms — and then only

for spherical cases.

Similar to the isovector effective mass term, we are able to calculate the tensor terms

using Cρ0,1, C∆ρ
0,1 , CSO0 and Cτ0 . As the tensor terms are poorly understood, interpreting

the results of such a calculation is non-trivial. For this reason, we shall not delve further

into this topic in this thesis. Future work on this topic will be forthcoming.



Chapter 7

Conclusion

Even after almost a century of nuclear physics, the nuclear forces — the microscopic

foundation of all nuclear phenomenology — are poorly understood. In nuclear modelling,

we are forced to utilise phenomenologically fitted forces, which are not clearly linked to the

underlying physics involved, and are difficult to utilise in new regimes where experimental

data is not abundant.

In this thesis, we aimed to relate non-relativistic nuclear forces to higher energy physics

systematically and efficiently. It was hoped that this could then be used to constrain low-

energy nuclear forces, and more specifically to constrain the form of the Skyrme energy

density functional. To this end, we investigated effective field theory in Chapter 3, and

the non-relativistic limit in Chapter 4. These tools allowed us to efficiently extract the

low-energy limit of any given mesonic model.

We showed in Chapter 5 that the lowest order contributions to nuclear forces will

be a Skyrme-like Lagrangian. These conclusions were generally, relying only on a few

pieces of mesonic physics: the QCD symmetries, the QCD energy scales, the predominant

interaction channels, and the presence of non-linearity. Any theory with these properties

will be able to reproduce a realistic nuclear force. Low energy observables will therefore

not allow us to distinguish between different models.

Connecting the low-energy nuclear forces to ultraviolet physics is further complicated

by both the non-perturbative nature of mesonic physics, and the presence of density-

dependent terms in medium, each of which were reabsorbed into a handful of coupling

constants. These coupling constants cannot be linked in a straightforward manner to

mesonic observables, and so must be fitted to nuclear properties in a manner akin to

traditional Skyrme parametrisations. Nevertheless, we suggest that the ratio of the vector

and tensor couplings of the nucleon may be preserved through these rescalings, and this

may be observable in low-energy nuclear phenomenology.

In spite of these conclusions, we were able to place constraints on the form of low-

energy nuclear forces. Chapter 6 applied these results to time-even systems. We related

twelve Skyrme coefficients to only six underlying parameters. This enabled us to derive

a series of six inequalities which should be satisfied by any Skyrme parametrisation. We

then analysed the isospin dependence of the spin-orbit and effective mass terms, measuring

these coefficients to greater precision than that which can be achieved through traditional

fitting methods.

Future Work

There are two primary avenues for future study, corresponding to extensions of either

Chapter 5 or Chapter 6. We will begin with the latter, for which the future directions to
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take are more straightforward.

Energy Density Functional

In Chapter 6, we considered only time-even systems, and we considered only Skyrme

parametrisations. Both these restrictions should be removed in future work. The re-

sults of Section 5.4.1 and Section 6.1 set up the necessary foundations to allow Skyrme

parametrisations to be compared to relativistic mean-field theories. We gave an example

of such a comparison in Section 6.4.3 in the context of the µ2 parameter — in future work

we should present a systematic comparison across all interaction channels. This work

should enable cross-pollination between these two distinct yet complimentary approaches

to the nuclear many-body problem.

Lifting the requirement of time-reversal symmetry will allow us to study time-odd and

tensor terms. These terms are poorly constrained by experimental data. Nevertheless,

these terms are critical to understanding nuclear structure and reactions [53, 104, 105].

Perhaps most dramatically, isovector-tensor terms can result in the appearance of new

magic numbers in exotic nuclei [106]. By further investigating the predictions of our EDF,

we may be able to provide quantitative constraints on the time-odd and tensor terms. The

significance of these constraints to the structure of exotic nuclei can then be investigated.

In Chapter 6 we related various Skyrme parameters to each other in non-trivial ways.

We should hence consider fitting our energy density functional to nuclear data directly,

rather than using pre-existing Skyrme parametrisations. This would create a Skyrme inter-

action with all our constraints inbuilt, and would hence give a more precise determination

of both coefficients, and of the underlying parameters which constrain these coefficients.

Relating Skyrme Forces to Higher Energy Physics

We now turn to Chapter 5. In this, we concluded that the ultraviolet models were under-

constrained by observable nuclear properties. Given these conclusions, how can we progress

towards a quantitative understanding of the relationship between nuclear forces and high-

energy physics? What we need in order to progress is a better handle of the parameters

involved in the high energy physics. There are two main routes to which we can achieve

this: through theory and through experiment.

We will start with the experimental front. Most traditional Skyrme interactions are

fitted to the observed properties of nuclei. As neutron-rich and super-heavy nuclei become

more experimentally accessible, our ability to constrain Skyrme parameters, particularly

the isospin dependent parameters, will be improved. More exotically, observational prop-

erties of neutron stars can provide constraints at densities which are inaccessible on Earth

[8]. We could also search for better ways to constrain Skyrme terms using current data.

For instance, UNEDF2 utilised spin-orbit level splittings in doubly magic nuclei in order

to constrain spin-orbit and tensor couplings [92]. This approach has many limitations

however — relying on experimental data makes it difficult to extrapolate to regimes where

experimental data is scarce. Furthermore, the Hartree-Fock method used in the fitting

procedure is only an approximation, and this introduces systematic errors that complicate

the fitting of Skyrme forces to experimental data [107]. Finally, the Skyrme functional is

itself an approximation and so is limited in how well it can reproduce the experimental

data. In [108], it is shown that root mean square deviations from single-particle energies

are at best of the order of 1.1 MeV for a time-even Skyrme functional.
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Scattering presents another possible source of experimental data. Nucleon-nucleon and

nucleon-pion scattering is well understood both theoretically and experimentally [109, 110].

On the other hand, the rho and omega are extremely unstable, and the sigma is fictitious,

so it is difficult to constrain their couplings with nucleons through scattering. Even more

problematically, in section 5.4 we showed that non-linear meson fields will result in density-

dependent couplings. The meson-nucleon couplings, and even the meson masses, will be

different in-medium [38], and scattering data cannot constrain this.

Having discussed the experimental options, let us now turn to theory. Our difficulties

lie not in developing models that fit the experimental data, but rather in choosing amongst

the plethora of models which can be made to fit the data. For this reason, we should not

focus on model building, but rather on systematically relating QCD to nuclear physics.

Chiral perturbation theory provides an example framework. Originating in work of

Weinberg [111, 112, 113], chiral perturbation theory is an effective field theory of pions

and nucleons grounded in chiral symmetry breaking. Nucleon-nucleon and nucleon-pion

scattering can be described using a series of low-energy constants, which must be deter-

mined experimentally [110]. Nuclear many-body forces are more difficult to handle in this

approach, though ab initio calculations of light nuclear structure is rapidly advancing [89].

Future work is needed on the topic of connecting chiral perturbation theory to traditional

Skyrme approaches.

Other tools used to study QCD may also provide insight into the problem, especially

in conjunction with chiral perturbation theory. For instance, QCD sum rules have been

utilised to constrain the properties of nuclear matter [114]. Lattice QCD will enable

quantitative study of non-perturbative aspects of QCD, and may allow the calculations

of constants which are difficult to assess experimentally [115]. Though much work needs

to be done, a detailed understanding of the quantitative connections between QCD and

nuclear phenomenology may eventually be achieved.
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Appendix A

Quark-Meson Coupling to

One-Loop

In this appendix, we will show that (3.49) holds:

i

2
log det(∂2 +m2 −K(x))

=

∫
dx4 m4

8(2π)2

(
2K

m2
− 3K2

m4
+ 2

(
1− K

m2

)2

log

(
1− K

m2

))
+O(∂2)

(A.1)

As we discussed in Section 3.4, functional determinants cannot be evaluated except

either for special cases or through the use of Feynman diagrams. The case of constant

K(x) = K0 can be evaluated explicitly (for a derivation see page 374 of [21]):

i

2
log det

[
∂2 +m2 −K0

]
=
i

2
(V T )

∫
dk4

(2π)4
log(k2 −m2 +K0). (A.2)

Here (V T ) is a four-dimensional volume, equivalent to the integral in (A.1). Our expression

is divergent, so we introduce a high-energy cut-off Λ, and then calculate

L(K0) =
i

2

∫ Λ dk4

(2π)4
log(k2−m2 +K0) = aΛ4 + bΛ2K0 + cK2

0 log Λ + finite terms. (A.3)

For the moment assume that we have counter-terms to remove the divergence. To evaluate

the finite part we calculate

d3L

dK3
0

=

∫ Λ dk4

(2π)4

i

(k2 −m2 +K0)3
−→

Λ→∞

1

2(2π)2(m2 −K0)
. (A.4)

By integrating thrice, we find that

L(K0) =
m4

4(2π)2

(
1− K0

m2

)2

log

(
1− K0

m2

)
+A+BK0 + CK2

0 , (A.5)

where A,B and C are arbitrary constants. We can always set A to zero. For simplicity

we shall renormalise around the vacuum, setting

L(0) = L′(0) = L′′(0) = 0. (A.6)
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This then leads to the equation

L =
m4

8(2π)2

(
2K0

m2
− 3K2

0

m4
+ 2

(
1− K0

m2

)2

log

(
1− K0

m2

))
. (A.7)

Evaluating the dependence of the functional determinant on derivative terms such as

K∂2K is much more difficult. The only method I know of which allows these calculations

is the Feynman diagram approach. Using this it is possible, though difficult, to evaluate

terms such as Kn∂2K using (3.31). This is however of limited use as the series obtained

is asymptotic (there exist methods to sum such divergent sequences [116], but for our

current purposes this is overkill). Here we will simply note that, by evaluating the two

vertex diagram, in (3.30), we can calculate the K∂2K term:

= ...− 1

24(2π)2m2

∫
dx4K(x)∂2K(x) + ... (A.8)



Appendix B

The Källén-Lehmann Spectral

Representation

In Section 3.6, we invoked the Källén-Lehmann representation of the 2-point function

G(x− y) =

∫
d4p

(2π)4
eip(x−y)

∫ ∞
0

dX

2π

ρ(X)

p2 −X
, (B.1)

where ρ(X) is positive. This representation was discovered independently by Källén [117]

and Lehmann [118]. We will provide a proof of this result. Further details can be found

in [119].

Begin by writing the propagator G(x− y) in terms of field operators:

G(x− y) = 〈Ω|Φ(x)Φ†(y)|Ω〉, (B.2)

where |Ω〉 is the vacuum state. We will expand this function by inserting a complete set

of states between Φ(x) and Φ(y). Let |λ0〉 be an eigenstate of the Hamiltonian H, with

eigenvalue Eλ and zero momentum:

~P |λ0〉 = 0. (B.3)

Since ~P and H commute, we can boost |λ0〉, and the result |λp〉 will also be an eigenstate

of H. The completion relation for the Hilbert space is then given by

1 =
∑
λ

∫
d3p

(2π)3

1

2
√
p2 + E2

λ

|λp〉〈λp|, (B.4)

where the sum of λ occurs over all eigenstates of H with zero momentum. Inserting this

into (B.2), we find that

G(x− y) =
∑
λ

∫
d3p

(2π)3

1

2
√
p2 + E2

λ

〈Ω|Φ(x)|λp〉〈λp|Φ†(y)|Ω〉. (B.5)

Now we can manipulate the expression

〈Ω|Φ(x)|λp〉 = 〈Ω|e−iPxΦ(0)eiPx|λp〉

= eipx〈Ω|Φ(0)|λp〉|p0=Eλ = eipx|p0=Eλ〈Ω|Φ(0)|λ0〉. (B.6)

The last equality uses the fact that both 〈Ω| and Φ(0) are Lorentz invariant. For this
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reason, a boost can be inserted shifting |λp〉 to |λ0〉. We now find that

G(x− y) =
∑
λ

∫
d3p

(2π)3

1

2
√
p2 + E2

λ

eip(x−y)|p0=Eλ |〈Ω|Φ(0)|λ0〉|2

=
∑
λ

∫
d4p

(2π)4

1

p2 − E2
λ + iε

|〈Ω|Φ(0)|λ0〉|2 (B.7)

Defining the positive spectral density function

ρ(X) =
∑
λ

2πδ(X − E2
λ)|〈Ω|Φ(0)|λ0〉|2 ≥ 0, (B.8)

we can write

G(x− y) =

∫
d4p

(2π)4
eip(x−y)

∫ ∞
0

dX

2π

ρ(X)

p2 −X
. (B.9)

This completes the derivation.



Appendix C

Expectation Values of Time-Even

Densities

In this appendix we shall calculate the expectation values of various operators for time-even

systems. For simplicity, we shall assume that the one-body density matrix of our system

is diagonal in spin and isospin — this restricts our scope to the case of spin-saturated

matter. For systems which possess time-reversal symmetry but are not diagonal in spin,

our results should still be correct, with the exception of the spin-orbit and possibly the

tensor terms. Work is currently being done to generalise to this case.

C.1 Time-Even Densities

If the one-body density matrix is diagonal in spin and isospin, this means that the nucleon

wavefunctions are of the form
ψi
0

0

0

 ,


0

−ψ∗i
0

0

 ,


0

0

φi
0

 ,


0

0

0

−φ∗i

 . (C.1)

Here we take the top two components to be proton wavefunctions, and the bottom two

components are neutron wavefunctions.

For time-even systems, the only non-zero local densities are ρ, τ and Jij . We are

able to calculate both the isoscalar and isovector expectation values of the corresponding

bilinears:

〈ρ̂〉 = 2
∑
i

|ψi|2 + 2
∑
j

|φj |2, 〈(ρ̂1)3〉 = 2
∑
i

|ψi|2 − 2
∑
j

|φj |2,

〈τ̂〉 = 2
∑
i

|∇ψi|2 + 2
∑
j

|∇φj |2, 〈(τ̂1)3〉 = 2
∑
i

|∇ψi|2 − 2
∑
j

|∇φj |2,

〈Ĵ1j〉 = 〈Ĵ2j〉 = 0, 〈(̂J1j)3〉 = 〈(̂J2j)3〉 = 0

〈Ĵ3j〉 = i

ψi∇xψ∗i + φi∇xφ∗i
ψi∇yψ∗i + φi∇yφ∗i
ψi∇zψ∗i + φi∇zφ∗i


j

+H.C., 〈(̂J3j)3〉 = i

ψi∇xψ∗i − φi∇xφ∗iψi∇yψ∗i − φi∇yφ∗i
ψi∇zψ∗i − φi∇zφ∗i


j

+H.C.

(C.2)

Our notation is such that 〈(ρ̂1)3〉 denotes the third isovector component of 〈ρ̂1〉. We will
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adopt the notation A = 〈Â〉. In particular, we find that the tensor terms have the form:

JijJij = −(ψk∇ψ∗k − ψ∗k∇ψk + φk∇φ∗k − φ∗k∇φk)2. (C.3)

1

2

(
JijJji + J2

s

)
= −(ψk∇zψ∗k − ψ∗k∇zψk + φk∇zφ∗k − φ∗k∇zφk)2. (C.4)

We can also derive the useful relationships∑
i

4ψi∇iψ∗i = ∇iρ− i2J3i,
∑
i

2ψ∗i ∆ψi + 2ψi∆ψ
∗
i = ∆ρ+ 2τ. (C.5)

C.2 Evaluating Bilinears

Single-particle operators have the general form

A = Aija
†
iaj , (C.6)

so that their expectation value is

〈A〉 = Aii = tr(A). (C.7)

For the product of two single-particle operators, we find that

〈AB〉 = AiiBjj −AijBji = tr(A)tr(B)− tr(AB) (C.8)

Evaluating bilinears is straightforward but tedious. It will be convenient to index wave-

functions by their spin and isospin, ψiqs, so that

ψi00 =


ψi
0

0

0

 , ψi01 =


0

−ψ∗i
0

0

 , ψi10 =


0

0

φi
0

 , ψi11 =


0

0

0

−φ∗i

 , (C.9)

where q = 0 for protons and 1 for neutrons. Similarly, s = 0 is a spin-up nucleon and

s = 1 is a spin-down nucleon.
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We will start with the scalar-isoscalar densities:

〈ρ2〉 = ρ2 −
∑

ijsqs′q′

ψ∗iqsψjq′s′ψ
∗
jq′s′ψiqs = ρ2 −

∑
q

ρ2
q =

3

4
ρ2 − 1

4
ρ2
a

〈ρτ〉 = ρτ −
∑
q

(
2ψ∗iqψjq∇ψ∗jq · ∇ψiq

)
= ρτ − 1

8

∑
q

|∇iρq + 2iJ3iq|2

= ρτ +
∑
q

(
1

8
ρq∆ρq −

1

2
JijqJijq

)
= ρτ +

1

16
(ρ∆ρ+ ρa∆ρa)−

1

4
(JijJij + JijaJija)

〈ρ∆ρ〉 = ρ∆ρ−
∑
q

2ψ∗iqψjq∆ψ
∗
jqψiq

= ρ∆ρ−
∑
q

2|ψiq|2(ψjq∆ψ
∗
jq + ψ∗jq∆ψjq) + 4ψ∗iq∇ψiq · ψjq∇ψ∗jq

= ρ∆ρ+
∑
q

(
−1

2
ρq∆ρq + ρqτq +

1

4
ρq∆ρq − JijqJijq

)
=

7

8
ρ∆ρ− 1

8
ρa∆ρa −

1

2
(JijJij + JijaJija − ρτ − ρaτa)

(C.10)

Next we calculate the scalar-isovector densities. These can be quickly calculated from

the scalar-isoscalar densities if the following relationship is noted:∑
qq′

AqτaBq′Cq′τaDq =
∑
qq′

(1− δqq′)2AqBq′Cq′Dq + δqq′AqBqCqDq

=
3

2
(AD)(BC)− 1

2
(AD)a(BC)a.

(C.11)

We can now calculate:

〈ρ2
a〉 = ρ2

a −
1

2
(ρ2
P + ρ2

N + 4ρPρN ) = −3

4
ρ2 +

5

4
ρ2
a

〈ρaτa〉 = ρaτa −
∑
qq′

2ψ∗iqτaψjq′∇ψ∗jq′τa · ∇ψiq

= ρaτa −
1

8

(
3

2
|∇iρ+ 2iJ3i|2 − 1

2
|∇iρa + 2iJ3i

a |2
)

= ρaτa −
1

16

(
−3ρ∆ρ+ 12JijJij + ρa∆ρa − 4J ija Jija

)
(C.12)

〈ρa∆ρa〉 = ρa∆ρa −
∑
q

2ψ∗i τaψj∆ψ
∗
j τaψi

= ρa∆ρa −
3

2

(
1

4
ρ∆ρ+ JijJij − ρτ

)
+

1

2

(
1

4
ρa∆ρa + JijaJija − ρτ

)
=

9

8
ρa∆ρa −

3

8
ρ∆ρ+

3

2
ρτ − 1

2
ρaτa −

3

2
JijJij +

1

2
JijaJija.

(C.13)

Finally we turn to the densities which involve spin. These can be evaluated by using
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the relationship∑
ss′

AsσaBs′Cs′σaDs =
∑
ss′

(1− δss′)2AsBs′Cs′Ds + δss′AsBsCsDs

=
3

2
(AD)(BC)− 1

2
(AD)i(BC)i =

3

2
Re(AD)Re(BC)− 1

2
Im(AD)Im(BC).

(C.14)

From this, we are now able to calculate

〈~s∆~s〉 = −
∑
q

(
3

2

(
1

4
ρq∆ρq + JijqJijq − ρqτq

)
+

1

4

(
JijqJjiq + J2

sq

))
= − 3

16
(ρ∆ρ+ ρa∆ρa)−

3

4
(JijJij + J ija Jija)

+
3

4
(ρτ + ρaτa) +

1

8

(
JijJji + J2

s + JijaJjia + (Jsa)
2
)

〈~sa∆~sa〉 =
9

4

(
−1

4
ρ∆ρ− JijJij + ρτ

)
+

3

8

(
JijJji + J2

s

)
− 3

4

(
−1

4
ρa∆ρa − JijaJija + ρaτa

)
− 1

8

(
JijaJjia + (Jsa)

2
)

(C.15)

〈(∇ · ~s)2〉 = −
∑

sqis′q′j

(∇ · (ψ∗isq~σψjs′q′))(∇ · (ψ∗js′q′~σψisq))

= −
∑
qij

2|∂z(ψ∗iqψjq)|2 + 2|∂x(ψ∗iqψ
∗
jq)|2 + 2|∂y(ψ∗iqψ∗jq)|2

= −
∑
q

ρqτq − 2
∑
q

1

16

(
(∂zρq + i2J33q)

2 + (∂yρq − i2J32q)
2
)

− 2
∑
q

1

8
|∂xρq + i2J3iq|2 +

1

8
|∂yρq + i2J31q|2

= −
∑
q

ρqτq −
1

4

∑
q

(∇ρq)2 − 4(J33q)
2 + 4(J31q)

2 + 4(J32q)
2

= −1

2
(ρτ + ρaτa) +

1

8
(ρ∆ρ+ ρa∆ρa + 4(JijJji + J2

s )

+ 4(JijaJjia + J2
s )− 4JijJij − 4JijaJija)

〈(∇ · ~sa)2〉 = −1

2
(3ρτ − ρaτa) +

1

8
(3ρ∆ρ− ρa∆ρa)

+
1

2
(3JijJji − JijaJjia + 3J2

s − (Jsa)
2 − 3JijJij + JijJij)

(C.16)

The calculation of spin-orbit terms is a much more difficult task. Furthermore, we

would not obtain the correct results under the assumption of a spin-saturated system

[120]. For this reason, we used the expectation values of these terms calculated in [41]:

〈ρ∇ · ~Jv〉 =
5

4
ρ∇ · ~Jv +

1

4
ρa∇ · ~Jva

〈ρa∇ · ~Jav 〉 =
3

4
ρ∇ · ~Jv +

3

4
ρa∇ · ~Jva.

(C.17)
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